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DECISION-MAKING THEORY AND REAL WORLD

J.M.Gvishiani
(Institute for Systems Studies, USSR)

Abstract

The wvalue of conferences on subjective probability, utility
and decision-making is determined to a large degree by their
multidisciplinarity, attempts to regard decision-making problems
from both descriptive and normative points of view. The
interdisciplinary approach is suited to optimally reflect the
specifics of the real world where lots of decisions that
influence the destinies of thousands and millions of people are
made every day.

In what degree can the modern theory and methodology of
decision-making be wuseful to decision-makers - policy-makers,
businessmen, administrators? The answer to this question is
important to those engaged in both theory and practice.

My long experience as a man making responsible decisions and
as a scientist developing the methodology of systems research
helps me formulate my answer as follows. There exist tools of
preliminary analysis of decision-making problems. These include
both the systems approach methodology based on common sense and
numerous mathematical techniques of data analysis and evaluation
of alternative decisions. These tools are undoubtedly useful and
one may feel sorry that not many of the decision-makers are aware
of their utility.

The preliminary analysis may serve as the first application of
decision-making methods. Throwing a critical ¢lance over these
techniques, one can point out that not many of them are
consistent with the demands placed by real life. This critical
look may help define the 1lines of future development of
decision-making theory and methodology that should operate with
botih formalizable and nonformalizable factors reflecting the
complexity of real decision-making processes.



= B

Ambiguity and Confidence in Choice under Uncertainty
Amos Tversky and Chip Heath

Stanford University

Abstract

Action and belief are mediated by confidence: the willingness to bet on an uncertain
event increases with the confidence in the assessment of the relevant context Although
confidence is correlated with belief or subjective probability, there are factors that influence
confidence without affecting belief. In general, confidence is reduced by emphasizing relevant
information that is not available to the decision maker, especially if it is available to others, and
confidence is enhanced by personal knowledge of the relevant context, even if it does not
improved predictive accuracy.

The confidence hypothesis is tested in a series of studies in which people can bet on the
validity of their judgments or an equiprobable chance event. As predicted, people favored the
chance bet when confidence was low, and they favored the judgment bet when confidence was
high. This pattern was obsgrved for general-knowledge as well as for the prediction of future
political and sport events. Furthermore, people preferred to bet on their judgment in an area in
which they considered themselves experts, and they preferred to bet on chance in an area in
which they are less knowledgeable.

The confidence hypothesis can also explain the observed preference for betting on a
chance event whose probability is known rather than unknown, on the future rather than on the
past, and on skill rather than on chance. These observations, however, are at variance with the
standard normative theory in which the choice between uncertain prospects depends on the
degree of uncertainty, but not on its source.

Paper prepared for the twelfth research conference on subjective probability, utlity and
decision making, Moscow, August 1989,
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The uncertainty we encounter in the world is not readily quantified. We may feel that
our favorite football team has a good chance to win the championship match, that the price of
gold will probably go up, and that the incumbent mayor is unlikely to be re-elected, but we are
normally reluctant to assign numerical probabilities to these events. However, to facilitate com-
munication and enhance the analysis of choice, we are sometimes asked to express our beliefs in
numerical form. This task requires a mapping of an impression or a mental state into the
language of chance. When we say that the chance of an uncertain event is 30%, for example, we
express the belief that we consider this event to be as probable as the drawing of a red ball from
a box that contains 30 red and 70 green balls. Does this thought experiment provide an adequate
method for measuring belief or subjective probability? What tests can be performed to ensure

the meaningfulness of these numbers?

Aside from reliability and internal consistency, proper subjective probabilities must

- satisfy an additional assumption, which may be called source independence. This condition says
that if the judged probability of an uncertain event E is P, then the decision maker should be as

willing to bet $X on the.occurrence of E or on the drawing of a red ball from a box in which the

proportion of red balls is P. Consequently, preferences between risky prospects depend on the

degree of uncertainty but not on its source, at lcas_t for neutral events. (This need not hold for

non-neutral events such as the victory of one’s favorite football team.) The assumption of

source independence is implicit in the work of Ramsey (1931) and Savage (1954) that provides

the foundation for the modem theory of utility and subjective probability.
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Source independence has been challenged by Daniel Ellsberg (1961; see also Fellner,

1961) who constructed a compelling demonstration of what has come to be called an ambiguity
effect. The simplest demonstration of an ambiguity effect involves two boxes: one contains 50
red balls and 50 green balls, whereas the second contains 100 red and green balls in unknown
proportion. You draw a ball blindly from a box and guess its color. If your guess in correct, you
win $20, otherwise you get nothing. On which box would you rather bet? Ellsberg argued that
people prefer to bet on the 50/50 box than on the box with the unknown composition, even
though they have no color preferences so they are indifferent between betting on red or on green
in either box. This pattern of preferences, which has been later demonstrated in many experi-
ments, violates the additivity of probability assumed in expected utility theory because it implies
that the sum of the probabilities of red and of green must be higher in the 50/50 box than in the

unknown box.

Ellsberg’s work has generated a great deal of interest for two reasons. First, it violates
source independence, and provides a compelling counter-example to expected utility theory
within the context of games of chance. Second, it suggests the general hypothesis called ambi-
guity aversion, that people prefer to bet on clear than on vague events, at least for moderate and
high probability. Most decisions in the real world depend on uncertain events whose probabili-
ties cannot be precisely assessed. This is especially true for probabilisies based on intuitive judg-
ment that are generally approximate and vague. If expected utility theory cannot accommo:iate
vague probabilities, its applicability is severely limited. Indeed, several authors have extended
the theory by invoking nonadditive measures of belief, and second-order probability distribu-

tions in order to account for the effect of ambiguity. The normative status of these models is a
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subject of a lively debate. Several authors, notably Ellsberg (1963), maintain that aversion 0

ambiguity can be justified on normative grounds, although Raiffa (1961) has shown that it can

lead to incoherence.

Ellsberg’s example and most of the experimental demonstrations that followed his work
are confined to chance processes, such as drawing a ball from a box. The potential significance
of this phenomenon, however, stems from irs relevance to the evaluation of inconclusive evi-
dence. This raises the question of whether ambiguity aversion hold for judgmental probabilities
that reflect an evaluation of evidence rather than considerations of symmetry or total ignorance.
We found no direct test of this hypothesis, but there are three lines of ‘evidence indicating that

aversion to ambiguity may not apply to judgmental probabilities.

First, Budescu, Weinberg, and Wallsten (1986) compared the cash equivalents of gam-
bles whose probabilities were expressed numerically, graphically, or verbally. In the graphical
display, probabilities were presented as the shaded area of acircle. In the verbal form‘jprobabii-
ities were described by expressions such as “very likely" or "highly improbable”. Because the
verbal and the graphical forms are more ambiguous than the numerical form, ambiguity aversion
implies a preference for the numerical over the other displays. This prediction was not
confirmed. Subjects priced the gambles roughly the same in all three displays. Second, Cohen
and Hansel (1959), and Howell (1971) investigated subjects’ choices between compound gam-
bles involving both skill and chance components. For example, the subject has 1o hit a targer
with a dart (on which the subject’s hit rate = 75%) and spin a roulette wheel so that it will land

on a marked section comprising 40% of the area. This bet involves a 75% skill and 40% chance

with an overall probability of winning of .75 x .4 = 3, Howell (1971) varied the skill and
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chance components of the gambles, holding the overall probability of winning constant.
Because the chance level was known to the subject whereas the skill level was not, ambiguity-
aversion implies that subjects would shift as much uncertainty as possible to the chance com-
ponent of the gamble. In contrast, 87% of the choices reflect a preference for skill over chance.
Cohen and Hansel (1959) obtained essentially the same results. Further evidence against
ambiguity-aversion hypothesis comes from studies of calibration (see, Lichtenstein, Phillips &
Fischhoff, 1982, for a review), which compare people’s stated probability in the validity of their
predictions with their actual hit rate. In order to validate the numerical prcdic_!ion, a few investi-
gators offered subjects an opportunity 1o bet either on the validity of their predictions or on a
chance event with the same probability. Because the intuitive estimates are vague, ambiguity-
aversion implies a preference for betting on the box than on one's estimate. The data do not
confirm this prediction and the two types of bets are selected equally often (see, e.g., Dunning,

Milojkovic and Ross, 1989),

The Confidence Hypothesis

The preceding results indicate that the aversion 1o ambiguity observed in a chance setup
(involving aleatory uncertainty) is nc;t readily applicable to judgmental probabilities (involving
epistemic uncertainty). Furthermore, the data suggest that the willingness to bet on an uncertain
event depends on factors other than ambiguity. In this article, we investigate an alternative
account, which applies to both chance and evidential contexts, Belief and action, we submit, are
mediated by confidence. We are willing to act on beliefs that are held with confidence and we

are reluctant to bet on propositions in which we have doubt. In genéral, confidence reflects
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belief or subjective probability but the correlation between them is not perfect. There are factors
that increase or decrease confidence without affecting the assessment of likelihood. Ellsberg’s
example is a case in point. Although the probability of drawing a red ball is one-half for both
boxes (by symmetry), people feel more confident in their assessment when the compositon of
the box is known. More generally, confidence is reduced by emphasizing relevant data (c.g., the
proportion of red balls in the unknown box) that is not available to the decision maker. People.
are particularly reluctant o act in situations where others have information that they do not have.
The fact that the composition of the box is known to the experimenter but not to the subject
reduces the subject’s confidence and makes the 50/50 box even more aftractive. This hypothesis
is consistent with the finding of Curley, Yates and Abrams (1986) that the aversion to ambiguity

is enhanced by the anticipation that the content of the unknown box will be shown to others.

The confidence hypothesis can also explain thc. preference for betting on future rather
than on past events. Following a hypothesis attributed to Beveles, Rothbart and Snyder (1970)
asked subjects to roll a die and bet on the outcome either before the die was rolled or after the
dic was rolled but before the result was revealed. The subjects who predicted the outcome
before the die was rolled expressed greater confidence in their guesses than the subjects who
postdicted the outcome after the die roll. The prediction group also bet significantlyrymore
money than the postdiction group. The authors attributed this phenomenon to magical thinking,
the belief that the subjects can exercise some control over the outcome before, but not after, the
roll of the dic. However, the preference to bet on future rather than chance events is observed
even when magical thinking is unlikely, as illustrated by the following problem in which sub-

jects were presented with a choice between the two bets:
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a) A stock is selected at random from the Wall Street Journal. You guess whether it will go up
or down tomorrow. If you're right, you win $5.

b) A stock is selected at random from the Wall Street Journal. You guess whether it went up
or down yesterday. You cannot check the paper. If you're right you win $5.

Sixty-seven percent of the subjects (N=184) preferred to bet on tomorrow’s closing price
than on yesterday's closing price. (Ten participants, selected at random, actually played their
chosen bet.) The confidence hypothesis implies that people have more confidence in prediction
than in postdiction (even though they do not know more about the future than about the past in
this case) because the past -- unlike the future -- is knowable. There are more ways of being
wrong in postdiction than in prediction. The same applies to Ellsberg’s example. In the 50/50
box, a guess could turn out to be wrong only after drawing the ball. In the unknown box, on the
other hand, the guess may turn out to be mistaken cv;:n before the drawing of the ball -- if it

turns out that the majority of balls in the box are of the opposite color.

The confidence hypothesis can also account for the preference to bet on skill rather than
on chance observed by Cohen and Hansel (1959), and by Howell (1971). Confidence is deter-
mined by one’s knowledge and competence. The more skillful and knowledgeable we feel, the
greater our confidence in our action. As a consequence, people prefer to bet on their skill or
knowledge if they consider themselves competent, and they prefer to bet on chance if they feel
they do not have the relevant knowledge or skill, (The preference to bet on one’s knowledge is
reminiscent of the observation of March and Shapira (1987) that many top managers do not
regard their decisions as gambles, even though they are surely aware of many potential risks,
Evidently, people feel more confident when they act on their judgment, in the area of their

expertise, than on a matched chance bet.)
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The present account may be summarized as follows: (a) the willingness to act on an unc-
ertain belief inc.reases with the confidence people have in their assessment of the situation, (b)
confidence and belief are not perfectly correlated, and there are factors that influence confidence
without affecting belief, (c) confidence is reduced by emphasizing relevant information that is
not available to the decision maker, especially if it is available to others, (d) confidence is
enhanced by personal knowledge of the situation, especially if it is not available to others, even
when it does not improve predictive accuracy. This account is tested in the following series of
studies that employ an uncertainty-preference paradigm. In this paradigm, subjects first assess
the probability of various events and are then offered a choice between betting on the validity of
their judgments or on a matched chance lottery, which offers the same probability of getting the

same reward,

Study 1 Betting on Knowledge

Subjects answered 30 knowledge questions in two different categories, such as, history,
geography, sport. Four altemative answers were presented for each question, and the subject
first selected an answer and then rated his or her confidence in the answer on a scale from 25%
(pure guessing) to 100% (absolute certainty). Participants were given detailed instructions about
the definition of the scale and the idea of calibration. Specifically, they were told to use the scale
so that a confidence rating of 60%, say, will correspond to a hit rate of 60%. They were also told
that these rarings would be the basis for 2 money-making game, and warned that both

underconfidence and overconfidence would reduce their earnings.
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After answering the questions and assessing confidence, subjects were given an oppor-
tunity to choose between betting on their answers or on a lottery in which the probability of win-
ning was equal to their stated confidence. For a confidence rating of 75%, for example, the sub-
ject was given the choice between (i) betting that his or her answer was correct, or (ii) betting on
a 75% lottery, defined by drawing a numbered chip in the range 1-75 from a bag filled with 100
numbered poker chips. For half of the questions, lotteries were directly equated to confidence
ratings. For the other half of the questions, subjects chose between the complement of their
answer (betting that an answer other than the one they chose is correct) or the complement of
their confidence rating. Thus, if a subject chose answer "A" with confidence of 65%, the subject
could choose between betting that one of the remaining answers "B", "C", or "D" is correct, or

betting on a 100% — 65% = 35% loutery.

Two groups of subjects participated in the study. One group (N=29) included psychol-
ogy students who received course credit for participation. The second group (N=26) was
recruited from introductory economic classes and performed the experiment for cash carnings.
To determine the subjects’ payoffs, ten questions were selected at random, and the subjects
played out the bets they had chosen. If subjects chose to gamble on their answer, they collected
$1.50 if their answer was correct. If subjects chose to bet on the chance lottery, they drew a chip
from the bag and collected $1.50 if the number on the chip fell in the proper range and nothing

otherwise. Average eamings for the experiment were around $8.50.

Paid subjects took more time than unpaid subjects in selecting their answers and assess-
ing confidence; they were slightly more accurate. Both groups exhibited overconfidence: the

paid subjects answered correctly 47% of the questions and their average confidence was 60%.
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The unpaid subjects answered correctly 43% of the questions and their average confidence was

53%. (Only the data from the simple lotteries are reported in subsequent analyses. The comple-

mentary lotteries were added primarily to balance the payoffs.)

The results are summarized by plotting the percentage of choice C that favor the judg-
ment bet over the lottery, as a function of judged probability P. Before discussing the acrual
data, it is instructive to examine several contrasting predictions, implied by five alternative

hypotheses, which are displayed in Figure 1.

Insert Figure 1 about here

The upper panel of Figure 1 displays the predictions of three hypml;eses in which C is
independent of P. According to expected utlity theory, decision makers will be indifferent
between betting on their judgment or betting on a chance lottery, hence C should equal 50%
throughout. Ambiguity aversion implies that people will prefer to bet on a chance event whose
probability is well defined than on their judged probability, which is inevitably vague, hence C
should fall below 50% everywhere. The complementary hypothesis, called chance aversion,
predicts that people will prefer to bet on their judgment than on a matched chance lottery, hence
C should exceed 50% for all P. In contrast to the flat predictions displayed in the upper panel,
the two hypothesis in the lower panel imply that C depends on P. The regression hypothesis
states that the decision weights, which control choice, will be regressive relative to stated proba-

bilities. Thus, C will be relatively high for small probabilities, and relatively low for high proba-
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bilities. This prediction also follows from the theory put forth by Einhorn and Hogarth (1985).
These authors hypothesized a particular process model based on mental simulation, adjustment
and anchoring but their prc-cliczions coincide with the regression hypothesis. Finally, the
confidence hypothesis, introduced in this paper, implies that people will tend to bet on their
judgment when their confidence is high, and on the chance lottery when their confidence is low.
As a consequence, C will be un increasing function of P, except at 100% where the chance lot-

lery amounts to a sure thing.

The results of the study are summarized in Table 1 and Figure 2. Table 1 presents, for
three different ranges of P, the percentage of paid and non-paid subjects who bet on their
answers rather than on the matched lottery. Recall that each question had four possible answers
so the lowest confidence level is 25%. Figure 2 displays the overall percentage of choices C that
favored the judgment bet over the lottery as a function of judged probability P. (In this and all
subsequent figures, we plot the isotone regression of C on P. That is, the best-fitting monotone
function in the least squares sense, see Barlow, Bartholomew, Roimmner & Brunk, 1972). The

graph shows that the subjects chose the lottery when P was low or moderate (below 657, and
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Figure 2. Percentage of choices C that favor a judgment bet over
a matched lottery as a function of judged probability P (Study 1).
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Table 1. Percentage of paid and non-paid subjects who preferred the judgment bet over the lot-
tery for low, medium and high P. The number of observations are given in parenthesis.

25sPs50 50<P<75 75sP<100

Paid 29 42 55
(278) (174) (168)
Non-paid 22 43 69

(394) (188) (140)
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that they chose to bet on their answers when P was high. The pattern of results was the same for
the paid as for the non-paid subjects but the effect was slightly stronger for the latter group.
These results confirm the confidence hypothesis and reject the four alternative accounts, notably
the ambiguity aversion hypothesis, implied by second-order probability models (e.g., Gardenfors
and Sahlin, 1982), and the regression hypothesis, implied by the model of Einhorn and Hogarth

(1985). We shall discuss these models further in the last section.

To obtain a statistical test of the confidence hypothesis we computed, separately for each
subject, the binary correlation coefficient (¢) between choice (judgment bet vs. lottery) and
judged probability (above .65 vs. below .65). Seventy-two percent of the subjects yiclded posi-
tive coefficients and the average ¢ was .30, (1(54) = 4.3, p< .01). To investigate the robustness of
the observed pattern, we replicated the study with one major change. Instead of constructing
chance lotteries whose probabilities matched the values stated by the subjects, we constructed
lotteries in which the probability of winning was either 6% higher or 6% lower than the subjects’
judged probability. For high-knowledge questions (P 2 75%), the majority of responses (70%)
favored the judgment bet over the lottery even when the lottery offered a (6%) higher probability
of winning. Similarly for low confidence questions (P < 50%), the majority of responses (52%)
favored the lottery over the judgment bet even when the former offered a lower (6%) probability
of winning,

Insert Figure 3 about here
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Figure 3 presents the calibration curve for the data of Study 1. The figure shows that
people are well-calibrated for low probability, but exhibit substantial overconfidence for high
probability. Hence, the preference for the judgment bet over the lottery for high probability can-

not be justified on an actuanial basts.

Study 2: Football and Politics

Qur next study differs from the previous one in several respects. First, it concerns the
prediction of real-world future events rather than the assessment of general knowledge. Second,
it deals with binary events so that the lowest level of confidence is .5 rather than .25 as in the
previous study. Finally, in addition to the judgments of probability and the choice between the

matched bets, subjects also rated their level of knowledge for each one of the predicted items.

In the first part of the study, a group of 20 students predicled the outcomes of 14 football
games each week for 5 consecutive weeks. For each game, subjects selected the team that they
thought would win the game and assessed the probability of their chosen team winning. The
subjects also assessed, on a 5-point scale, how knowledgeable they are with respect to each
game. Following the rating, subjects were asked whether they preferred 1o bet on the team they
chose or on a matched chance lottery. The results summarized in Figure 4 support the
confidence hypothesis. For both high and low knowledge (defined by a median split on the
knowledge rating scale), C was an increasing function of P. Moreover, C was greater for high
knowledge than for low knowledge at any p > .5. Only 5% of the subjects produced negative

correlations between C and P, and the average ¢ coefficient was .33, (t(77) = 8.7, p<.01).
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Insert Figure 4 about here

We next took the confidence hypothesis to the floor of the Republican National Conven-
tion in New Orleans during August of 1988. The participants were mostly student volunteers
who worked at the convention. They were given a one-page questionnaire that contained
instructions and an answer sheet. Thirteen states were selected to represent a cross-section of
different geographical areas as well to include the most important states in terms of electoral
votes. The participants (N=112) rated the probability of Bush carrying each of the 13 states in
the November election on a scale from O (Bush is certain to lose) to 100 (Bush is certain to win).
As in the football study, the participants rated their knowledge of each state on a 5-point scale
and indicated whether they would rather bet on their prediction or on a chance lottery. The
results, summarized in Figure 5, show that C increased with P for both levels of knowledge, and
that C was greater for high knowledge than for low knowledge at all levels of P. When asked
about their home state, 70% of the participants selected the judgment bet over the lottery. Only
5% of the subjects yielded negative correlations between C and P, and the average ¢ coefficient

was .42, (1(99) = 13.4, p<01).

Insert Figure 5 about here
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Figure 4. Percentage of choices C that favor a judgment bet over a matched
lottery as a function of judged probability P, for high- and low-knowledge items.
(Football forecast, Study 2).
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The results displayed in Figures 4 and 5 support the confidence hypothesis in the predic-
tion of real-world events. In both tasks C increases with P as well as with rated knowledge. It is
noteworthy that the smategy of betting on judgment was less successful than the strategy of bet-
ting on chance in both data sets. The former strategy yielded hit rates of 64% and 78% for foot-
ball and election, respectively, whereas the lauer strategy yielded hit rates of 73% and 80%. The

observed tendency 1o select the judgment bet, therefore, does not yield better performance.

Study 3: Confidence Premium

The preceding experiments showed that subjects preferred the judgment bet over the lot-
tery even when the later had a higher expected vaive. The present study employs a pricing pro-
cedure in order to assess the confidence premium that subjects are willing to pay in order 10 bet
on their judgment. The confidence premium is defined as the difference between the cash
equivalent of the judgment bet and the cash equivalence of the matched lottery. The subjects in
this study performed two tasks: probability judgment and pricing. In the first phase, subjects
were presented with questions of the form, "What is the probability that George Bush was born
before (after) 1920?" Subjects were told that the true quantity was always greater or less than
the stated value (Bush was born in 1924). Half of the subjects answered the version “before
1920" and the other half answered the version "after 1920", Other subjects were presented with
a bet defined by the same event. That is, they were asked to consider the bet thar would pay $15
if Bush was bom before (after) 1920. Subjecis were asked to state their cash equivalence for
each bet. Different subjects gave different cash equivalence for the 1wo (complementary) bets.

To test the confidence hypothesis, we constructed pairs of high-knowledge and low-knowledge
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items. For example, we assumed that subjects have more knowledge about birth year of George
Bush than that of Franklin Pierce (the 14th president of the U.S.). Ten such pairs of items were

used in the experiment. Each subject made 12 pricing responses and 12 probability judgments in

that order. No subject saw the same question in more than one format.

The subjects (N=86) were students in a decision-making class at Stanford. They were
informed that a few students, selected at random, would be given an opportunity to play one of .
their bets. They were told that a pair of items would be selected at random and they would play
the bet for which they stated a higher cash equivalence. For the high-knowledge bets, the proba-
bilities of the complementary events were nearly perfectly additive (M=101.7%) across both

Vsubjccts and problems. The sum of the probabilities for the low-knowledge bets were slightly
subadditive (M=95.2%). The difference between the average sums is statistically significant
(p<.05). As expected, the difference between the high-knowledge and the low-knowledge con-
dition was much more pronounced in the pricing task. Subjects were willing to pay on average
$7.12 for the high-knowledge bet and only $5.96 for the low-knowledge bet. This difference is
highly significant (p<.01). Thus, people were paying in effect a confidence premium of nearly
20% in order to bet on the high-knowledge category. Recall that for a risk-neutral subject, the
average price should be $7.50 in both conditions because both sides of each bet were presented
to the subjects. Regressing the stated prices against judged probability, separately for the high
and low knowledge items, yielded two parallel lines indicating that the difference between them

is not due to variation in P,
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Study 4: Expert Prediction

Recall that in Study 1, probability and confidence were perfectly correlated, hence, the
data could be explained by the hypothesis that in the assessment phase subjects overestimated
low probabilities and underestimated high probabilities. This hypothesis, however, does not
apply to Studies 2 and 3, which compared C for high-knowledge and low-knowledge items for
the same level of P. A stronger test of the confidence hypothesis may be obtained by comparing
subjects’ responses in an arca in which they are experts 1o their responses in an area in which
they are not. To create such a comparison, we asked 110 students in an introductory psychology
class to assess their knowledge of politics and of football on a 9-point scale. Subjects who rated
their knowledge of the two areas on opposite sides of the mid-point were asked to take part in
the study. Twenty-five subjects met this criterion and all but two agreed to participate. They
received course credit for participation and were informed that, on average, they are expected to
win an additional $10. The participants included 12 palitical "experts” and 11 football "experts"”
defined by their strong arca. To induce the subjects to give careful responses, we gave them
detailed instructions including a discussion of calibration, and we employed a proper scoring

rule (Lichtenstein et. al, 1982) designed to motivate subjects (o reveal their best estimates.

The experiment consisted of two sessions. In the first session, each subject made predic-
tions for a set of 40 future events (20 political events and 20 football games). All the events
were resolved within five weeks of the date of the initial session. The political events concerned
the winner of the various states in the 1988 presidential election. The 20 football games

included 10 professional and 10 college games. For each contest (politics or football), subjects
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chose a winner by circling the name of one of the contestants, and then assessed the probability

that their prediction would come true (on a scale from 50% to 100%).

Using the results of the first session, 20 triples of bets were constructed for each partici-
pant. Each triple included three matched bets with the same probability of winning generated by
(i) a chance device, (ii) the subject’s prediction in his or her expert category, (iii) the subject’s
prediction in his or her non-expert category. In the second session, subjects ranked each of the
20 miples of bets. The chance bets were defined as in Study 1 with reference 1o a box containing
100 numbered chips. Subjects were told that they would actually play their choices in each one
of the triples. To encourage careful ranking, subjects were told that they would play 80% of
their first choices and 20% of their second choices.

Insert Figure 6 about here

The data are summarized in Table 2 and Figure 6, which plots the attractiveness of the
three types of bets (inverse mean rank) against judged probability, The results show a strong
preference for betting on the expert category. Across all miples, the mean ranks were 1.68 for
the expert category, 2.08 for the chance lottery, and 2.23 for the non-expert category. The

difference among the ranks is highly significant {p<.001) by the Wilcoxen rank sum test. These
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Table 2. Ranking data for Expert Study.

Rank: Lst 2nd  3rd  Mean Rank
High-Knowledge Bet 192 85 68 1.64
Chance Bet 74 155 116 2.12

Low-Knowledge Bet 79 105 161 2.23
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results support the confidence hypothesis that people prefer to bet on their judgment in an area of
their expertise, but prefer to bet on chance in an area in which they do not feel confident. As
expected, the lottery became more popular than the expert bet only at 100%. This pattem of
result is inconsistent with both the ambiguity-aversion hypothesis and the standart theory of
second-order probabilities because both the high-knowledge and the low-knowledy: bets are

based on vague probabilities whereas the chance lotteries have clear probabilities.

Insert Figure 7 about here

Figure 7 presents the average calibration curves for Study 4, separately for the high- and
low-knowledge categories. These graphs show that the judgments were generally overconfident:
people’s confidence exceeds their hit rate. Furthermore, the overconfidence was even more pro-
nounced in the high-knowledge category than in the low-knowledge catcgory. As a conse-
quence, the ordering of bets did not mirror judgmental accuracy. Summing across all triples,
betting on the chance lotiery would win 69% of the time, betting on the novice category would
win 64% of the time and betting on the expert caiegory would win only 60% of the time. By
betting on the exper category, therefore, the subjects are paying, in effect, a 15% confidence

premium in terms of expected earning.
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Figure 7. Calibration curves for high- and low-knowledge categories. (Study 4)
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Discussion

The expenments reported in the preceding section provide strong support for the
confidence hypothesis, according to which the willingness to bet on an uncerain event depends
not only on its probability but also on one’s confidence. People prefer to bet on their knowledge
and skill when they consider themselves knowledgeable and skillful, and they prefer to bet on

chance when their knowledge or understanding is limited.

The present account can explain the aversion to vagueness in a chance setup, as well as
other phenomena such as the preference to bet on the future rather than on the past (Snyder &
Rothbart, 1971), the preference for skill over chance (Cohen & Hansel, 1959; Howell, 1971),
and the enhancement of ambiguity aversion in the presence of knowledgeable others (Curley,
Yates, & Abrams, 1986). In the present section we discuss two related phenomena: probabilis-

tic loss aversion and regressive priors.

Probabilistic Loss Aversion

The preference for sharp over vague symmetric bets in a chance setup can be produced
by the lower confidence associated with the vague event. It can also be produced by loss aver-
sion (Kahneman & Tversky, 1984; Tversky & Kahneman, 1989). According to this principle,
which has been confirmed in many studies, losses loom larger than the corresponding gains. If
we include probabilities among the consequences of an action, then many forms of ambiguity -

aversion can be viewed as instances of loss aversion. For example, Viscusi, Magat, and Huber
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(1986) asked consumers to state the price they would be willing to pay for a product (e.g., a pes-
ticide, a cleaning agent) if the risk it entails were increased or decreased by a [raction of & per-
cent. The subjects were willing to pay a few dollars for a reduction in risk, but were unwilling to
accept an increase in risk at any price. This observation represents probabilistic loss aversion:
an undesirable increase in probability has considerably more impact than a comparable decrease
in probability. Treating probability as a consequence is especially compelling in this example
because the consumer has to live with the small risk he or she had accepted, and there is no

definite point in time in which the gamble is realized.

The following problem presents another example of uncertainty preferences (based on an
unpublished problem of Kahneman and Tversky) consistent with the confidence hypothesis that
can also be interpreted as an instance of probabilistic loss aversion.

PROBLEM 1 (N=73). You enter the hospital and are diagnosed as being in the
beginning stages of a new type of flu that has been spreading around the country.
The flu is quite painful and normal recovery time is around three weeks.

Two strains of the flu have been discovered. They have been labeled "alpha" and
"brta”. Each strain accounts for 50% of the total flu cases that have been diag-
nosed. The symptoms associated with the strains are the same but the strains
respond differently to different treatments. No procedure has yet been devised 1o
tell the strains apart before treatment is undertaken.

Drug K is very effective against the flu type alpha, giving immediate recovery Lo
85% of the patients with alpha flu. However, they are not very effective with beta
flu. Only 15% of the people with beta flu recover immediately when given K-
series drugs.

Drug L is better at treating beta flu: 60% of the patients with beta flu recover
immediately. Of the patients with alpha flu, 40% recover immediately when
treated with L-series drugs.

Drug M may be used to treat the disease as well, but this drug operates exactly the
same for both types of flu. About 50% of the people with either alpha or beta flu
recover immediately when treated with M-series drugs. :
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Your doctor has asked you to choose one of the treatments. You will only have a
chance to undergo one treatment before the disease runs its natural course, so if
the weamment is not immediately effective, you won't have a chance to oy
another.

Note that the probability of immediate recovery is .5 for all three drugs. Drug M, how-
ever, is equally appropriate for either type of flu. Drugs K and L are more suitable for alpha and
beta, respectively. Because subjects do not know whether they have alpha flu or beta flu, they
prefer Drug M whose effectiveness does not depend on the unknown information (see Table 3).
Thus, people prefer to avoid making a guess that might turn out to be wrong. The pattern
observed in this problem was replicated using a choice involving positive rather than negative
outcomes. In that problem, subjects chose between three advertising‘campaigns that had dif-
ferential effectiveness against two potential products released by a competitor. Again, people
preferred the policy that was equally effective against both releases, even though their actual

probability of success were exactly the same.

Judgmental vs. Preferential Biases

There is evidence that when the probability of winning a prize is relatively small, people
prefer to bet on a vague rather than on a sharp event. Conversely, when people face a high pro-
bability of a loss they prefer a vague event over a sharp one (Gardenfors & Sahlin, 1982;

Einhorn & Hogarth, 1985; Hogarth & Kunreuther, 1989). These observations suggest that
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Table 3. Ranking data for Problem 1.
Rank: Ist  2nd  3rd  Mean Rank

DrugM 51 11 11 1.45
DrugL 15 47 11 1.95

DrugK 7 IS 51 2.60
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people overweight vague events whose probability is low and underweight vague events whose
probability is high. This is the main prediction of the ambiguity model of Einhorn and Hogarth
(1985). However, this model or more generally the regression hypothesis implies the opposite
pattern than that observed in Studies 1-4. How can we reconcile the evidence that seems to sup-

port the regression hypothesis with the present data that appear to refute it?

To answer this question, it is essential 1o distinguish berween preference and judgment,
and more specifically berween decision weights and subjective probabilities. Lu order to demon-
strate either ambiguity aversion or ambiguity seeking, it is essential to construct a problem in
which the ambiguous and the less ambiguous event are subjectively equiprobable. Ellsberg has
shown how to satisfy this condition for 50/50 bets. For probability values other than 1/2, how-
ever, it is not easy to establish that the vague and the clear events arc subjectively equiprobable.
Einhorn and Hogarth (1985), for example, told two groups of subjects that the probability of
receiving a prize is .001. One group was told that the estimate is very reliable whereas a second
group was told that the estimate is unreliable. These authors obscrved that the second group
found the gamble more attractive than the first group, and interpreied this result as an indicaton
of ambiguity seeking. This inference, however, is not valid if the second group perceived the
event as more likely than the first group. An unreliable estimate of .001 may well be taken as
002. Thus, the evidence for the regression hypothesis may reflect (justified or unjustified) varia-
tions in the subjective probability of the target event, which cannot be interpreted as an ambi-
guity effect. Naturally, extreme estimates (near 0 and 1) are likely to regress toward the middle,
resulting in a pattern of prediction that mimics the regression hypothesis, or the ambiguity model

of Einhorn and Hogarth.
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Insert Table 4 about here

This interpretation has been confirmed in an unpublished study by Parayre and Kahne-
man conducted in 1985. Their results are summarized in Table 4, which presents both choice
and likelihood data for three probability levels: low, medium and high. For each probability
level, the investigators compared a sharp event, defined by the proportion of red balls in the box,
with a vague event defined by the range of balls of the designated color. For high probability,
for example, the vague event was generated by informing the subject that the percentage of red
bulls could be anywhere between 80% and 100%, compared with 90% for the sharp event. The
choice data show that subjects preferred the ambiguous box when the probability of winning was
low and when the probability of losing was high, as observed by other investigators. The novel
feature of the Parayre and Kahneman study lies in the use of likelihood rating. Using a
perceptually-based (non-numerical) rating scale, these investigators showed that the vague low-
probability event was judged as more probable than the clear event, and the vague high-
probability event was judged as less probable than the sharp event. No significant difference in
the likelihood rating of the medium probability was observed. The same results were obtained
when the likelihood rating was obtained in the context of a positive gamble, a negative gamble
or a neutral comparison. These data demonstrate that the preference for the ambiguous event
observed at the low end for positive bets and in the high end for negative bets is aiributable to
variations in the perception of probability rather than willingness or unwillingness to bet on unc-

ertain events.
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Table 4. (Dawa from Parayre and Kahneman). Percentage of subjects who selected the sharp
event and the vague event in rating of likelihood and in direct choice. The sum of the two values
in each condition is less than 100%; the remaining responses expressed equivalence. Significant
differences at the .05 level are denoted by an * near the larger value. In the likelihood rating
task, the low values were .05 and [0,.1].

Probability Choice Likelihood
(Win/lose) Win $100  Lose $100 Rating
075 12 66* 26
Low
[0,.15] T4% 12 55*
5 60* 60* 37
Medium
[0,1] 26 21 25
9 50 22 55+
High

[.8,1] 34 47+ 2
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Other Accounys

The pattern of results observed in the present studies, and particularly the preference for
betting on one’s judgment rather than on chance, rules out most common models based on
second-order probabilities. Although people prefer sharp probabilities over vague ones within a
chance setting, they don't do so elsewhere. Another plausible explanation of ambiguity effects
concem the role of regret. It is noteworthy that to apply the regret interpretation, one needs to
assume some version of probabilistic loss aversion. Furthermore, an experiment by Curley,
Yates and Abrams (1986) showed that the aversion for ambiguity for symmerric bets in a chance
setup was not reduced when the content of the box was not revealed, contrary to the prediction

of the regret hypothesis.

Finally, it could be argued that the choice between bets may be taken as a more adequate
measure of probability than subjects’ stated values. According to this interpretation, the present
finding may demonstrate the inadequacy of verbal methods for measuring subjective probability.
But since the confidence effect was not reduced by the use of a proper scoring rule, the present
results cannot be arributed to the absence of incentives. Rather, it appears that subjective proba-
bilities do not coincide with the respective decision weights and that the latter reflect people’s

confidence over and above the perceived likelihood of the events in question.
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Figure Captions

Five contrasting predictions of the results of an uncertainty preference experiment.

Percentage of choices (C) that favor a judgment bet over a matched lottery as a func-

tion of judged probability (P) in Study 1.
Calibration curve for Study 1.

Percentage of choices (C) that favor a judgment bet over a matched lottery as a func-
tion of judged probability (P), for high- and low- knowledge items in the football

prediction task (Study 2).

Percentage of choices (C) that favor a judgment bet over matched lottery as a function
of judged probability (P), for high- and low- knowledge items in Swdy 2 (Election

data).

Ranking data for high knowledge, low knowledge and chance bets as a function of P

in Study 4.

Calibration curves for high- and low-knowledge categories in Study 4.
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REFLECTIONS ON ARTIFICIAL INTELLIGENCE
Zinchenko V.P. , Nazarov A.I.
(Center of Sciences of Man, USSR Academy of Sciences)

For the last thirty years human sciences generated a great
deal of new notions and concepts which resembled (especially in
the context of national stagnation) dressed up ladies and
gentlemen cropping up amid tired sloggers. The notions quickly
became fashionable and as quickly perished leaving behind
material traces in the form of well supplied laboratories with
rapidly exhaustible research capability but steadily increasing
funds. Then new notions evolved placing demand for new much
higher priority laboratories. This kaleidoscopic period is not
yet over, moreover, not in human sciences alone: a spontaneous
succession of costly fashions dominates music, painting,
literature, TV, daily 1life, ete. This is apparently a
distinguishing characteristic of the modern phase in computer
age, for instead of a stepped up evolution, expected at its
outset, we are witnessing an accelerated involution in different
branches of culture given a complete lack of at least vague ideas
as to what should replace its wretched short-lived substitutes.

The fate of the term *“Artificial intelligence* that
originated with the USA in 1956, outwardly resembles that of the
fashionable notions. Indeed, it did not have a chance to become a
rigorously scientific notion, and many specialists point out to
its conditional and metaphorical nature for they experience
vexatious inconveniences in applying it in concrete situations,
when comparing artificial intelligence with natural one. New
terms are suggested whose lot cannot be predicted by anybody. As
applied to artificial intelligence, however, one should not
identify the fate of a lame term with the reality it signifies.
The latter enraptures some people (primarily, engineers and
Philistines), puzzles others (psychologists and philosophers),
and frightens still other people (humanitarian futurologists).
One cannot but marvel at the successes in robot engineering,
expert systems for medical diagnosis, economic computations,
design, geological prospecting, solution of mathematical
problems, education. Problems arise when comparing philosophical
and psychological theories of human knowledge with different
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concepts of artificial intelligence put forward as models of
natural intelligence or methodological base for future technical
designs. The scepticism and warnings about the hazard of some
current and future trends in artificial intelligence development
stem from humanization of technological change and the necessity
of its subordination to the principle of harmonious development
of personality. Each of the three types of reaction to a new
phenomenon of social life, which the artifieial intelligence
actually is, (for the time being we’ll use this conventional term)
has its own underpinnings, and not only emotional but also parti
cularly rational, though the 1latter can far from always be
treated as strictly scientific. It is one thing, however, when
this is a local phenomenon affecting only individual aspects of
social life. But it is an entirely different thing when it goes
beyond the bounds of laboratories, gradually comes to bear upon
the entire production, and becomes a substantial component of
human culture. Given a fully spontaneous transformation of local
social phenomena in global ones, initially latent and undisco
vered due to narrowness and laziness of mind, the problems show
up as a lasting tragedy following a short-term triumph of msses.
There are numerous examples to this end in different countries.
On acquiring an opportunity, for the first time ever, to relati
vely quickly render some or other phenomenon mass, we encountered
an as yet unknown dialectics of local good transformation in
global evil. The realization of this fact helps understand the
suspicious and sceptical reaction to artificial intelligence
leading one to answer a far from idle question concerning its
present and future status in the life of society and individual.
Technical literature defines artificial intelligence (of
course, not in terms of logically strict notion) as a capacity of
the computer system to solve intellectual problems. The latter
are usually stated by man (system user). It is worth noting that
each system is rather narrowly specializized and is considerably
inferior in this respect to even the most narrow professional.
The system’s specialization is determined by a totality of hard-
and software built in it back at the development stage. An
integral component of the intelligent system software, distingui
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shing them from unintelligent ones, is a cognitive potential
comprising knowledge base and data base. “The knowledge base
contains information reflecting the laws of the given subject
area and making it possible to predict and derive new facts...
The data base comprises factual, quantitative data characterising
the subject area. The partitioning of the cognitive potential
into two bases makes sense. The point is that one and the same
relations (including natural ones) may connect quite diverse
facts, and vice versa, one and the same facts may enter into
different relations with one another. In order to elicit new
knowledge aboul a fact, we ought to either perceive it in new
environments, featuring new relations of this fact with other
facts, or given its mental image, incorporate it (deliberately or
involuntarily) in a new relation (perceived or imagined) with
which we never before associated this fact. In other words, a
prerequisite for eliciting new knowledge boils down to separation
of the given relation from the fact forming it. The human being
given relation from facts forming it. The human being has a lot
of opportunities for meeting this requirement: abstraction from
the actually perceived situation may, depending on specific
circumstances, take form of ideas, expressive movements, subject
values, verbal designations and notions. In a much the same
unconscious way man comes back to reality, and his cognitive
potential keeps in touch with concrete 1life. The individual
activity of man is a material manifestation of the dialectics of
abstract-concrete interactions without which man turns either
into a slave of the current situation, or a carrier of dead
abstractions ignering the living diversity.

The content of the cegnitive potential determined by the
specific purpose of the intelligent system is closely linked with
the form of knowledge presentation. There are three forms:
logical (such as propositional calculus or predicate calculus),
network (semantic or frame network), and linguistic (three types
of artificial languages: for processing symbolic information, for
search of solutions and demonstraticn of theorens, for
presentation of general purpose knowledge) . These diverse forms
have one common feature: they contain the description of symbols
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and rules of their application. As for the subject value of these
symbols, it exists only in the consciousness of their creator and
users of the intelligent system. Thus, what we refer to as a
cognitive potential of intelligent system should not be
treated " as knowledge in the general sense of the term, for
following the transfer of human knowledge to computer, it loses
its relationship with the subject, its substantive meaning.
The computer stores a mere sign of the knowledge, its symbols.
Here we face an unprecedented situation:knowledge is a reflection
of reality produced by the cognitive activity of human being, and
the cognitive potential of computer results from reflection of .
the human knowledge which is the second order reflection.

Why do we treat this situation as unprecedented? The point
is that the developed forms of cognitive activity cannot do
without a symbolic representation of the cognized reality. One of
the products of the cognitive activity is materialized knowledge,
i.e. potential knowledge contained in oral and written speech,
works of literature, painting, music, cinema, and other means of
communication. This knowledge is actualized only following it
assimilation by man. The book can be referred to as a source of
knowledge but as such it is not knowledge but a mere publication.
The same holds true of any other works of culture. The cognitive
resource of the computer is a kind of knowledge materialized by
man. Its peculiarity, however, lies in the fact that this mate
rialized knowledge may be not only static but also dynamic which
was ruled out prior to the evolvement of intelligent machines.
The book is unable to handle and modify the material printed in
it. Nothing new can appear in the picture after an artist painted
it. In a movie picture we can watch only what has been imprinted
on the film. As for the computer, it can not only store informa-
tion but also modify it in the process of interaction with the
user, i.e. manipulate information, accumulate, and correct it.

This capability, however, still cannot be considered
innovative in the true sense of the term, and not only because it
was built in the machine by man. The intelligent systems' capaci
ties to handle information are limited by both the nature of
symbols and rules of their manipulation general, as fhey may be.
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One may elicit new knowledge with the aid of some or other formal
system but only within the limits bounded by the established
formal laws. Thus, the formal-logical deductions sometimes lead
us to substantively new inferences, bul the formal logic, like
any other formal system is, first, not the only tool of creative
process and, second, it often hampers creativity and even kills
it should it infringe upon dogmas. The formal thinking is useful
and necessary to a certain extent as an adjunct to other types of
activity, but when it comes to be the only, unlimited, and mass-
scale we witness transformation of the local good in the global
evil - a medieval scholasticism or bureaucratism of our time. And
if we do not want the currently unique intelligently packed
expert systems to turn into the dominant system of bureaucratic
examination assisted by the fail-safe computer technology, then
it is necessary, already now, to find out what is knowledge and
what is a far from harmless tool thereof.

There are two points of view in artificial intelligence

research concerning its relationships with human intelligence
The proponents of one of them believe that the successes in the
development of machine intelligence are fully dependent on the
understanding of the substance and principles of human knowledge
application. Others hold that the structure and principles of
data manipulation in artificial intelligence systems should not
at all be analogous to the psychological structure of human
knowledge. If the first point of view is true at least to some
extent then the second one seems absurd.

Technology develops by its own laws though in the context of
human culture. The cultural context, in some or other measure
(depending on the society maturity) determines the contents and
prospects of technological change. Their practical implementation
largely depends on the attained level of material and technical
base of society. The sophisticated computers are capable of
performing some functions which were earlier the prerogative of
man. This is far from purely engineering accomplishment, however.
It is necessitated by the need to find a practical and effective
solution to problems which were brought about by an accelerated
growth of human knowledge and much faster differentiation
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thereof. All these problems are engendered by a comparatively new
conflict in the cognitive activity, notably, a contradiction
between the volume of potential (materialized) knowledge and
traditional forms of its storage, assimilation, and application.
Hardly is there a specialist in some or other branch of science

who could confidently claim to have mastered the complete, or at
least the major part of the relevant information, let alone
relative disciplines. One is lucky to acquire at least scrappy
knowledge. As a result, for example, the psychologist
specializing in the field of perception has at best superficial
knowledge of personality psychology or social psychology. And
vice versa, a programming expert may be ignorant of automatic
control system theory, etc. The superficialness and fragmentary
nature of human knowledge, the incessant and stronger appeals to
restore its integrity are indicative not so much of the laziness
of mind and degradation of morale (that is the case too, though)
as intensification of the aforementioned conflict. Under the
circumstances, the attempts to develop intelligent systems by
analogy with human intelligence seem untenable: first,despite the
sophistication of the advanced computers, their characteristics
are, and will long be inferior to the essential characteristics
of human intelligence for all its weaknesses; second, simulation
of human intelligence will hardly promote resolution of the above
cognition conflict; third,the development of artificial analogues
of human intelligence will cost society much more than the more
pleasant and less expensive business of the natural reproduction
of homo sapiens.

At the same time, the orientation at a radical distinction
of intelligent systems from human intlligence cannot be viewed as
a reasonable alternative either. First, nature has not created
anything better than human intelligence (we mean intelligence
making good). Second, human cognition and knowledge of it
(epistemology) have a long history involving not only understand
ing of the truth but of errors too. Reiteration of the past
truths is not an honourable business, but the repetition of
conscious errors is equivalent Lo stupidity. Besides if in the
past, errors of the reason concerned destinies of only individual
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scholars or, in extreme case, of small social groups, then
nowadays they may turn into tragedies of much larger scale. The
engineers’ nihilism toward philosophical and psycheclogical
theories of knowledge as well as a superficial acquaintance with
them, resembles a slighting attitude of a student to mathematics
only because he does not like the math teacher. The imperfection
of modern epistemology, its inability to solve crucial problems
of human knowledge increment cannot serve as a basis for ignoring
it in designing intelligent systems, moreover that, as experience
shows and epistemology holds, there are no perfect theories
altogether. Finally, third, it is difficult to imagine an
intelligent system used by a man which was developed without due
account of the nature of human intellect. This resembles a
phantastic encounter of hominoid with an Earth's creature.

On explaining the necessity of appealing to the nature of
human knowledge in designing intelligent systems, let us turn
back to the problem of knowledge desubjectivization following
its transfer to the cognitive resource of the computer. In
mastering knowledge man is assumed to subjectivize it. The
formation of full-fledged mental activities, and thinking in
general, starts with objects’ manipulation, and this subject
relevance of an ideal action is retained at all subsequent stages
of its formation and functioning including the very abstract
levels of intelligence. Note that human knowledge is desubjecti
vized and subjectivized with one and the same tool, notably,
speech. A great deal of interesting papers of the Soviet and
foreign psychologists are devoted to the control functions of
speech in human activities, so we shall not elaborate. We men
tioned it just to pre-empt an undesirable (due to its formality)
association between the fundamental role of speech in the develo
pment of intelligence, recognized in the theory of knowledge, and
the ever increasing efforts on the development of speech communi
cation interfaces between man and machine. Great hopes are pinned
on speech interfaces, for in the near future they will considera
bly simplify and reduce (and may be eliminate altogether) the
programmer mediation between user and computer. There is no
reason for delusion, however. The speech interface converts the



~ 65 - R

oral (or symbolic) speech into a machine code followed by a
reverse conversion. This is nothing short of a well-known proce

dure (technically more complicated than the preceding ones,
though) of coding and decoding the symbol information which can
be successfully carried out given a complete abstraction from the
subject content of speech utterance. Thus, the speech interface
does not solve the problem of subjectivizing the cognitive
resource of the computer either. .

We have arrived at the only conclusion, not very comforting
though in the 1light of the aforelisted problems, that the
subjectivization function may be exercised only in human activity
or, as he 1s often referred to now, - computer user. If
materialization, i.e. desubjectivization of the new knowledge, is
a necessary prerequisite for transmitting it to other people,
then subjectivization of the materialized forms of knowledge
assumes its assimilation and application. Computer is one of the
instruments (apparently, the most perfect at present) of such
double conversion of knowledge, but it cannot act as its subject,
for it is only the subject that can generate, assimilate, and
apply knowledge.

In summary, we would like to touch upon & possible way of
resolving the conflict between the growing volume of knowledge
and traditional ‘methods of its assimilation. Throughout the
larger part of human history, the knowledge transmission and
assimilation were dominated by speech (oral or written) communi
cation. The advantages of speech as compared to other means of
communication are well known, especially when knowledge is
required to be as objective as possible. Probahly every speaking
person has experienced shortcomings of spéech communication.
Should it be necessary to express the subjective aspects of
knowledge,people turn to mimicry, gestures, movements, i.e. to
the means of communication which precede the speech communication
and were traditionally considered rudimentary and limited. We
believe that tﬁe above contradiction exposes one more drawback of
speech conditioned by its successive nature - its consecutive
development in time (oral form) and in space (written form). The
growth of the substantive volume of knowledge leads to an increa
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singly longer time of its oral transmission and an excessively
larger space for knowledge storage. The latter gave rise to a
problem of search for the necessary knowledge whose solution
often takes much more time and effort than that required for
assimilation of the found knowledge. True, computers and new
information media are of great help here as they considerably
reduce the size of book depots. But as before, the generation of
knowledge outstrips the possibilities of its assimilation, and
the time gap will increase with time. Is there any way out? An
intuitive answer, not claiming the scientific rigor, 1is that it
is necessary to revise our undeservedly slighting attitude toward
the prespeech forms of communication, especially the ones of
simultaneous character (e.g. visual images), moreover that a high
intelligence of modern man has penetrated not only his reason,
but a misterious world of images and movements.
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RISK EVALUATION AND THE CAUSES OF ACCIDENTS

Willem A. Wagenaar
Leiden University
The Netherlands

Abstract

Is misperceived risk or consciously accepted risk a
major source of accidents? And will it help to tell people
who may be involved in accidents about these risks, so
that they will be in a better position to avoid them? From
an analysis of studies on driving behavior, on the use of
dangerous products, and of accidents at sea, it emerges
that most accidents are consequences of routine behavior,
which is preprogrammed to such an extent that it occurs
without any consideration of risk. The normative model of
human decision making, which assumes an exploration of
alternatives and consequences, is not applicable to the
actual behavior of people about to be engaged in
accidents. People are running risks, but that does not
mean they are aware of these risks, or are consciously
taking them. The risks people are running are created
higher up in organizations and society, at a level where
knowledge-based problem solving occurs. At these levels it
can be assumed that exploration of alternatives and
consequences take place, and that risks, when realized,
may be considered. Therefore my answer is: No, people
engaged in accidents did not misperceive or consciously
accept the risks; Yes, many accidents are the ultimate
consequence of decision processes in which risks were
wrongly omitted, underestimated, or willfully accepted. I
conclude that risk communication should be aimed, not at
those individuals who may cause accidents at the *shop
floor', but at those individuals in organizations and
society who take decisions that create the situations in
which the routine behavior of others will appear to be
unsafe.

The question addressed in this paper is whether
misperceived risk, or consciously accepted risk, is a
major source of accidents. The question originates from my

experience that frequently in accident reports, or in law



suits that follow accidents, the actors in the drama are
accused of underestimating or accepting grave risks in an
irresponsible manner. My own impulse, after reading
hundreds of accident histories, is that those who are
running risks, cannot always be said to have taken those
risks. The following pages contain a less impulsive
analysis of this problem.

The study of risk perception and its logical
successor, risk communication, seems to be based on the
simple assumption that undesired outcomes occur because
people, when considering alternatives and consequences,
accept risks they should not accept. Thus it is assumed
that people do not stop smoking because they do not
appreciate the associated risk, and refuse to use seat
belts because they -.are not aware of the blessings of seat
belts. Telling people about all this would then lead to a
reduction of risky behavior.

This notion of risk acceptance as a result of a
conscious analysis may have emerged from a normative model
of decision making, in which all available alternatives
are considered, their consequences evaluated with respect
to probability and utility, and in which some expression
for the attractiveness of the expected outcome is
obtained. Within the framework of such models much
attention was paid to the ways in which people
conceptualize alternative cheices, the ways in which

probabilities can be inferred from related indicators, the
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ways in which utilities are derived and handled. Less
attention was paid to the question whether and in what
conditions people will engage in such analyses, instead of
acting automatically, following their qut feeling, of
accept the first choice that is offered. Still the
wide-spread interest in risk-taking behavior is based upon
this notion that people accept the risks they are running
after completing detailed analyses, simple and limited to
the probability or size of one possible loss, or extremely
complicated and encompassing the distribution of all
possible consequences. There is a wealth of literature on
misperception of risks, indicating that these prior
evaluations may result both in underestimation and
overestimation of risk, suggesting that the acceptance of
excessive risks and the emotional overreaction to in
principle very small risks, are both to be attributed to
some sort of cognitive illusion. This notion was widely
applied to the problem of societal and public acceptance
of novel technologies, such as vaccination, DNA-
manipulation, and nuclear energy production. It has been
argued that "those who promote and regulate health and
safety need to understand the ways in which people think
about and respond to risk" (Slovie, 1987, p.280). I would
argue that, even when it is shown that pecple
underestimate risks in our laboratory tasks, it still must
be proven that this underestimation is the only, or the

major reason why they are running those risks. -
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The last question becomes extremely relevant when we
consider the next step, which has to do with changing risk
behavior by affecting some 'erroneous' risk perceptions
through a process of risk communication. This attempt
looked especially attractive in those cases in which the
general public was seen to underestimate risk, and to
refuse the acceptance of safety measures that help to
reduce the risks. Good examples are the almost worldwide
campaigns against smoking and drinking, and in favour of
wearing seatbelts. Many of such programs have been utter
failures (cf. Slovic's review of seatbelt campaigns;
Slovie, 1985). One explanation of these failures is that
individual behavior is not always preceded by conscious
risk evaluations, and is therefore not necessarily the
result of a misperception. However, the logic that risky
behavior follows a consideration of éhose risks, is
extremely compelling, and has lead to an even larger step:
the assumption that most accidents occurring to people are
the result of some sort of faulty risk perception. This
then leads to campaigns promoting 'safety awareness' in
industrial environments. Again, the logic behind such
campaigns is compelling, especially because accident
scenarios usually look very silly; it is often hard to
believe that the actors in the drama did not consider the
risk of the approaching doom that in hindsight is seen by
everyone. Hence, since the actors could not have failed to

consider the negative consequences of their actions, they
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must have misperceived the risk. This notion of mishap
following a consciously considered risk is not limited to
scientists alone; Hovden and Larsson (1987) reported that
in a representative sample of Swedes between 18 and 70
years of age, 90% agreed that rjsk-taking is the major
source of accidents.

The notion of actions being preceded by
considerations of risk is also exemplitried by the frequent
application of the Fischbein-Ajzen model to risk problems
(cf. Midden, 1986, Verplanken, 1989). The Fischbein-Ajzen
model postulates that behavior results from attitudes, and
that in turn attitudes are determined by beliefs. Attitude
change through the introduction of new beliefs would
automatically lead to changes of individual behavior.
Evaluations of industrial safety campaigns based on risk
communication only (cf. Heinrich, 1931; Kletz, 1985;
Planek, 1982), do not suggest that presentation of
information may lead to the avoidance of risky behavior.

Societal and individual decision making. The
possibility that people engage in most of their everyday
behavior without a conscious consideration of the
associated risks, and that therefore many accidents cannot
be attributed to erroneous perception of risk, is worth
investigating. But it will be necessary to distinguish
here between societies and organizations on one hand, and
individual people on the other. Secieties and

organizations may be involved in decision precesses that



-T2 -

contain an organized investigatiecn and evaluation of
risks. Risk evaluation might even be enforced by

statutory law. But this does not mean that individuals,
engaging in risky activities, will also consider the risks
prior to their actions, nor even that individuals feel
that risk evaluations ought to be made in such cases. Some
evidence about this may be obtained from two studies by
Slovic, Fischhoff, and Lichtenstein (1985), and Slovic,
Lichtenstein, and Fischhoff(1984), both referenced in
Slovic (1987). These studies considered the
factor-analytic representation of subjective risk, which
tends to contain two major factors: 'Dread Risk', which
stands for the perceived lack of control, catastrophic
potential, and inequitable distribution of fatal
consequences; 'Unknown Risk', which stands for hazards
that are unobservable, unknown, new, and that have delayed
effects. In the third quadrant of this plane there are
risks that score low both on 'dread' and 'unknown'.
Typical examples are riding bicycles, recreational
boating, down-hill skiing, home swimming pools, use of
chainsaws, smoking, drinking. Compared te the other three
quadrants, where we find water fluoridation, diagnostic
X-rays, DNA-technology, Starwars, nuclear reactors,
general aviation, and large dams, it can be said that the
third quadrant represents Hore individual behavior, the
other gquadrants more societal behavior. This dissociation

is further exemplified when we look at two other factors
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emerging from the analyses: desire for strict regulation
.to reduce risk, and signal potential, defined as "the
degree to which an accident involving that hazard was
judged to serve as a warning signal for society". It
appears that hazards in the third quadrant load low on
these factors, whereas hazards in the other guadrants load
high on thém. Apparently people make a distinction between
individual and societal hazards. They seem to feel that
risk considerations apply fo societal issues, but not to
individual activities.

The discussion in this paper will be restricted teo
the notion that accidents are caused by the faulty risk
considerations of the individual actors in an accident
scenario, and that risk communication could help to
improve these considerations, and therefore to reduce

accident rates.

Conscious decisjons vs, Actjon schemata

The general model of actions being preceded by risk
considerations is not psychologically plausible, when we
talk about individuals instead of organizations, and when
we talk about everyday behavior instead of the taking of
once-in-a-life decisions. It is widely accepted that much
of our everyday behavior is automatized, and runs without
a continuous attentional control (cf. Shiffrin and
Schneider, 1977). Possibly this automated behavior is

controlled by a hierarchy of stored schemata (cf. Norman,
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1981) . My schema for going home after work contains the
following steps: leaving the office, finding my car,
getting on the road, following “he way home, parking the
car, entering home. Each of these steps in this 'mother
schema' is itsel; a 'daughter schema'. Getting on the

road involves opening the car, putting my things in the
car, getting seated, belting myself, get the engine
started, back out of the parking lot, joining the traffic
stream. These steps are again 'granddaughter schemata':
starting the engine involves finding the car key, entering
it, turning it, waiting till the engine is heated (I drive
a Diesel), turn the key again, listen whether the engine
catches on, (eventually repeating some of the previous
steps). Each of the steps involves a finely tuned
perceptual-motor programme, e.g. inserting the car key
without really looking. On an ordinary day no step in this
hierarchical organization involves a decision based on
risk considerations. Reason's GEMS model (Reason, 1989)
describes how the transition from automatic contrel to
conscious problem solving takes place when exceptional
circumstances arise. Problem solving activities might
involve risk considerations, but in ordinary conditions
these considerations will rarely occur. The overtaking of
other cars, or the crossing of intersections are guided by
pre-arranged schemata with build-in decision criteria that
have evolved on the basis of experience, and that are not

subjected over and over again to conscious risk analyses.
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Risk-taking in traffic. Risk-taking in traffic has
been modelled in various ways. The most debated model is
ﬁilde's Theory of Risk-homeostasis (e.g. Wilde, 1982),
which postulates that drivers maintain a constant level of
perceived risk. Any measure'that is seen to reduce the
risk of driving will automatically be counteracted by a
change of behavior resulting in a partial or full
compensation of the reduction. Such a theory is quite
discouraging and seems to lead to a total governmental
non-involvement. Without taking a stand on this issue, I
like to point out that the theory assumes a continuous
risk evaluation on the part of the drivers. It is not
surprising that the competing theory in this area is
called 'Zero-risk theory' (Naidtdnen and Summala; 1974,
1976) . It assumes that critical actions such as decreasing
your speed in dangerous places, keeping distance to the
car in front of you, deciding to overtake other traftic,
are not at all guided by risk assessments, but are
executed on the basis of preprogrammed routines. In a
recent debate the following arguments were put forward.
"Whilst the risk of an accident may be very much in the
mind of the accident researcher, it may not be in the mind
of participants in the activity being studied. Most people
who engage in activities with some level of associated
risk will have successfully and safely carried out these
activities on hundreds and perhaps thousands of previous

occasions. Under these circumstances, it seems more likely
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that their behaviour will be directed by task-related
events and goals, which have a much higher frequency of
occurrence than accidents" (McKenna, 1988, p. 479) .
"hutomatization of the driving task and avoidance learning
make it possible that most of driving eventually becomes a
habitual activity based largely on automatized control of
safety margins in partial tasks. No consideration is
normally given to risks" (Summala, 1988, p. 497) . This
issue is further illustrated by the two examples in the

next section.

Traffic lights and crossing childrepn

A demonstration of my tenet is Jorgensen's analysis
of jumping the red lights. If, at the moment a traffic
light turns yellow, you are close to the light and driving
fast, you would not brake, but assume the light can be
passed before it turns red. If you are distant and driving
slowly, you would stop, knowing that you cannot pass the
light on time. In a plot of speed versus distance these
two regions are separated by a straight line, because
speed and distance can be traded off in a linear fashion.
However, the braking characteristic of a car is
curvelinear: the necessary stopping distance increases
exponentially with speed. The result is that there exists
a zone, called the dilemma zone, in which you could brake
and stop before the crossing line, or continue and cross

before the light turns red. Jorgensen used this feature in
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a simple experiment on an intersection with signals
controlled by a pedestrian-actuated buttcn. When a car
approached with a sufficient speed to be in the dilemma
zone, the experimenter pushed the buttcon and observed the
driver's reaction. OQut of 50 cars, no driver attempted a
braking manceuvre. This indicates that in a situation in
which there is sufficient freedom to allow a decision,
apparently a fixed routine is applied. Carstensen (1983;
cited by Jorgensen, 1988) suggested that accidents at
traffic signals are to a large extent due the fact that
many road users rely exclusively on behavioral rules that
assume the proper functioning of signals and the respect
of other road users for the signals, making no attempt to
evaluate the risk themselves.

Another illustration of fixed behavior schemata is
provided by a group of traffic researchers at the
University of Nottingham (cf. Howarth, 1988). They studied
the interaction between the behavior of childeren crossing
an intersection, and drivers approaching that
intersection. Their tenet was that drivers are aware of
the fact that child pedestrians are less predictable than
adults, and that drivers, knowing this, would therefore
take special care in the presence of children. In reality
they found that less than 10% of the drivers take any
.action at a time that would allow avocidance of the child
if it would step from the curb unexpectedly. Those who

took action would still not be able to stop their cars in



time, because their actions were insufficient. When the
car reached the ultimate point at which action could be
taken by the driver, 80% of the children had already taken
an avoidance action. Statistics show that in the remaining
stage of the encounter an additional 19.999% of the
children take action, while only 0.001% do not. Thus, the
entire responsibility for accident avoidance is borne by
the children. Likewise, it was shown that in a school area
drivers maintained the same average speed, irrespective of
the presence or absence of child pedestrians waiting to
cross the road. They simply continued with an average of
60 kph, leaving a distance to the curb of 1.2 meters.

What do these data mean? Are all drivers murderous
fanatics, lusting for the blocod of innocent children? Or
should we assume the alternative, which is that drivers
are not using any subjective considerations of risk,
despite all exhortations of safety education and
propaganda; that they maintain a routine behavioral
pattern based on the experience that only once in 100,000
encounters with a child intending to cross the road, the
child fails to take appropriate action? The propaganda
about children's unpredictability is at odds with their
actual behavior. The subjective risk is not reflected by
actual risk numbers, and it seems that drivers' behavior
reflects the routine shaped by reality, rather than some
consclous risk evaluation that would take into account the

propagated unpredictability and vulnerability of children.

12
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The only hole in this argument is that drivers may not
believe that children on the road require extra caution.
Howarth gives the counter argument that after an accident
it is often claimed that the child ‘'was running heedlessly
into the road so that there was nothing the driver could
do to aveid the accident'. Such an excuse, if accepted,
proves, according to Howarth, that people generally
believe the propaganda and not the factual statistics
which, if expressed in a similar way, would say: "There
was nothing the driver could do to prevent the accident
because our contention that this child behaved heedlessly
is backed by the well-established fact that five~-year-old
children only succeed in avoiding 99.999% of potential
accidents.” (p. 531)

The interesting aspect of Howarth's studies is that
they are not restricted to accidents. The apparently
reckless behavior of drivers is not only present in a few
fatal encounters; conscious risk evaluation seems to be
lacking all the time. Thus it appears that accidents are
not atypical occurrences in which risk was handled in
manner totally different from all other cases in which
nothing happened. The difference between safe crossings
and accidents resides in the behavior of the children. The
only way in which a theory of conscious risk evaluation
could account for these data is by arguing that the theory

is meant to apply to children, not to adults.
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Another illustration of the dissociation between risk
attitude and risky behavior is the effectiveness of
warnings on labels. Our group at Leiden University has
conducted a number of studies on the design and use of
warning labels on dangerous products used by professionals
(Souverijn, 1989) and lay persons (Venema, 1989). The
Dutch National Centre for Information on Poison receives
about 4000 gueries a year about acute poisoning by
cleaning fluids and do-it-yourself products. Probably
there are many more cases. This is why we were asked to
study the effects of warning labels on these products. We
interviewed 779 people in the age range of 12 to 79 years.
Ninety-seven percent claimed that they read warnings on
dangerous products, although 40 percent added that they
read warnings only if the product is new to them. Similar
percentages were found for professional vermin-killers and
farmers. 3

Such outcomes indicate only that people are generally
aware of the dangers of certain chemicals, and that it is
socially desirable to read warning labels. However, in an
cbservation study it transpired that people are not
behaving in accordance with such beliefs. In a
home-economics fair we organized a stand in which new
products were introduced. We invited visitors to try the
new products. The products were Green-Free (a

vermin-killer for plants), Texatok (a vermin-killer for

14
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unpainted wood), Verf-Fix (a paint remover), and
Candle-Light (a fuel for fondue sets). The participants

" were asked to try the newly designed bottles and cans
through actual use, such as spraying a plant, and
refuelling the burner. The instructions included the use
of gloves, not sniffing at the bottle, closing the can
after usage, extinguishing the fire before refuelling. The
environment was a simple kitchen mock-up, that provided
all the necessary tools, such as apron, gloves, etc. The

observed behaviors are portrayed in Table 1.

Table 1l.Behavior of visitors trying out new products
in a home-economics fair.

Product N Reading Following instructions
label Without reading After

reading

Green-Free 104 31% 22% 60%

Texatok 104 13% 45% 70%

Verf-Fix 180 39% 24% 54%

Candle-Light 166 29% 87% 98%

Despite people's expressed attitudes towards reading
labels on new products, they were in fact reading labels
in a minority of the cases. Reading of labels lead to a
significant increase of following the instructions, but
the effects were far from maximal. Why did our subjects
not read the labels? Fifty-five percent of those not

reading the labels said they forgot. Habit was mentioned

15
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by 8 percent. Not seeing the label was mentioned by 14
percent. Thus in 77 percent of the cases not reading the
labels had nothing to do with conscious decisions, but
rather with routinized behavior. Not using gloves, or not
extinguishing the open fire of the burner, was explained
by routine behavior (it's never necessary, I forgot, I
never do that, I hate gloves) in 57 percent of the cases.

The relation between beliefs, attitudes and behavior
is apparently weak. This has been noted before (e.g.
Nuttin, 1975; Midden, 1986). It is easier to change
attitudes than behavior. If perceptions of risk, revealed
by attitudes, are used in a conscious risk evaluation that
precedes behavior, this lack of relationship is hard to
explain. However, if behavior is mainly determined by
pre-arranged routines, it is easy to understand that a
change of risk-attitudes would only result in behavioral
change if the existing routines are broken down, and
replaced by new routines.

Once a certain degree of dissociation between
attitudes and behavior is assumed, another guestion
emerges: how can we be certain that these attitudes
existed prior to the investigation, instead of being the
product of the investigation? Attitude measurement and the
assessment of subjective risk share this problem of
engaging subjects in questions that might be totally new
to them. Most subjects are very much willing to oblige the

experimenters, and will therefore reply to questions as
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good as they can. But this does.not mean that they have
considered such questions before, and even less that their
"replies constitute a psychelogical reality. What evidence
is there that people do of their own account engage
frequently (or at all) in the type of risk evaluation
prescribed by normative theories? Most of the experiments
we have been conducting in the past 20 years bring
subjects in situations in which their responses, no matter
what they are, cannot be interpreted in another way than
to mean that risk evaluation takes place. This constraint
is true for the old choice-among-gambles situation, for
the heuristics and biases studies, for the risk-factor
investigations, and even for process-model experiments.
None of these paradigms guarantee that the type of process
proposed by our theories does really occur outside our
experimental settings. In the next section I will
therefore look more closely at some accident histories, to
disclose whether risks considerations are found in the

descriptions of how the accident happened.

Accidept histories
Accidents are usually stuﬂied retrospectively, i.e.
the sitvations in which accidents may occur, are
represented by the subset of those situations in which
accidents did actually occur. Retrospective studies have
as a general disadvantage that it is impossible to control

for confounding variables, of which there usually is an



- 84 =

18
abundance. On top of that accident studies have the
disadvantage that there is no control group of situations
in which no accidents occurred. This is unfortunate,
because it is quite possible that there is a fundamental
difference between those dangerous situations that
developped into an accident, and those that did not. The
difference might even be in the amount or type of risk
consideration that took place. The distinction between at
least two modes of operation, the routine application of
fixed behavioral patterns, and the conscious consideration
of risk, leads to the prediction that perceived risk (or
subjective risk) and actual accident rates (objective
risk) are unrelated, or even inversely related.

"perceived risk is likely to generate awareness of danger
and avecidance of accident involvement, whereas danger
which is not perceived will tend to result in accidents"
(Jorgensen, 1988, p.660). Thus, if in everyday life people
are avoiding risks that therefore rarely materialize,
while they are hit by risks they never really considered,
the study of accident histories will reveal that people
generally fail to analyse the risks that are facing them.
One could argue that for this reason accident histories
are not the appropriate material for the study of risk
evaluation. The counterargument is exemplified by
Howarth's study of child-car encounters. The
unresponsiveness of drivers is universally present, in

safe and fatal encounters alike. The subset of fatal
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encounters studied as accidents would not cast a false
light upon the population of all encounters. Another
counterargument is that the study of behavior that leads
to accidents is valuable, even if that behavior is
exceptional. If routine behavior is the major source of
accidents, then it is still true that measures for the
prevention of accidents should not assume a continuous

assessment of risks.

The Herald of Free Enterprise. A much discussed

accident in Europe was the capsizing of the Herald of Free
Enterprise, a roll-on roll-off ferry boat sailing between
Zeebrugge and Dover. One hundred eighty people died in the
accident because the ship toppled over within a few
minutes. At the inquest it transpired that the bow doors,
through which the cars enter the ship, had been left open,
so that sea water had free access to the car decks. Tt was
the assistant-bosun's task to close these doors, but this
functionary had taken a nap, and did not wake up in time.
There were no alarm lights, signalling the open bow door
on the bridge. The captain had applied for such lights,
but the request had been turned down with the argument
that a senior officer should monitor the closing of the
doors, and that therefore there was no possibility of the
doors staying open. In fact the ship's crew had adopted a
'negative checking' system: functionaries did not contr;l

one another, but assumed all was well as long as there
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were no alerms. The first officer, responsible for the
supervision of the assistant-bosun, had left the car deck
before the closing of the door could take place, because
he had some more urgent duties. This urgency was again due
to a chronical shortage of staff.

Another aspect of the accident had to do with the
question why the water entered through the open doors,
which were several meters above sea level. Here it
appeared that the Herald was originally designed for the
connection Dover-Calais. The ramp in Zeebrugge differed
from the ramp in Calais; at high tide it was not possible
for the cars to reach the upper deck. Therefore the nose
of the ship had been lowered a few meters through the
filling of the ballast tanks. The ballast pumps did not
have a sufficient capacity for emptying the tanks in a
short time. The Herald had docked in Zeebrugge five
minutes late, but was requested to arrive in Dover 15
minutes early. Therefore there was no time for waitng till
the ballast tanks were empty. Instead, the Herald left the
harbor with the nose three meters down, and at full speed,
which created a high bow wave. And so the Herald capsized,

in perfect weather, and on a practically waveless sea.

A summary of the events is presented in Figure 1. Each

branch of the tree is an event, and each lense-shaped
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figure a logical AND. Some of the events that were
discussed above are identified in the tree. The
interesting aspect of the accident is that the actions
immediately preceding the capsizing were, altﬂuugh
extremely dangerous, not the result of a deliberate
acceptance of risks. The assistant-bosun failed to wake
up, but not beccause he thought the risk was acceptable.
The captain failed to notice the open bow doors, but not
because he thought he could risk it. The first officer
applied the negative control operation without
consideration of the risk that the whole ship might
perish. On the contrary, the accident scenario is so
complicated, stretches out over such a long period of
time, and involves so many actors, from the car deck to
the upper management levels of the company, that no one
could have predicted that on this particular day this
specific accident would happen. If interviewed about the
possible causes of major accidents with ferries, even the
experts would only list such conditions as storm,
collision with other traffic, grounding, fire, shifting
cargo, explosion, and the like. Nobody would include a
sleeping assistant-bosun. Accidents like the one with the
Herald have been called 'Inconceivable events' (Cestberg,
1984) or 'Impossible accidents' (Wagenaar and Groeneweq,
1987). The disturbing aspect of impossible accidents is
that, since they cannot be foreseen, they are never

considered as possible risks. Here we encounter again the
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mechanism noted by Jorgensen (1988): accidents that are
reckoned to belong to the possible outcomes may be
avoided, impossible accidents are not, and are therefore
bound to occur. It is quite likely that major accidents in
comparatively sophisticated systems will all be of the
impossible type, that follow a scenario that was never
envisaged, and definitely not considered by those making
the last fatal steps at the sharp end of the system. Our
main guestion, are accidents the result of misperceived
risk, could be rephrased as: are there other than

impossible accidents?

Fifty-seven accidents at sea. Our group in Leiden
studied a large number of histories of accidents that
happened at sea (Wagenaar and Groeneweg, 1987); police
shooting accidents (Groeneweg and Wagenaar, 1986);
accidents in oil exploration and production (Groeneweg and
Pleit-Kuiper, 1987); accidents in electricity transport
(van de Roovaart, 1987). All accidents were represented by
means of event trees, such as the one presented in Figure
1. The role of risk taking was specifically studied in an
analysis of 57 accidents at sea that were presented to the
Dutch Shipping Council, the legal authority dealing with
the judiciary investigations of accidents at sea
(Hagenzieker and Wagenaar, 1987). Each accident was
described in an elaborate report to the Council, sometimes

covering well over 100 pages. The rationale of our
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analysis was that risk evaluation presupposes a number of
successive subprocesses. First the relevant information is
sought or received. Then the status quo is analyzed, in
order to establish whether there is a problem that
requires a decision. If a decision needs to be taken there
is an investigation of the available choices, their
possible consequences, and how these consequences are to
be valued. Finally there is a stage in which, following
some decision rule, risks are accepted or rejected. -
Accident histories with the level of detail as present in
the reports of the Dutch Shipping Council allowed us to
ascertain with some degree of confidence in which stage of
the decision process things went wrong. The outcome of
this analysis is presented in Table 2.

Table 2. Where errors occurred in 57 accidents at sea
presented to the Dutch Shipping Council in

the years 1984 and 1985.

Stage Errors
;;;;;;;-;;-recei;znq information 17 = 21% o
Evaluatioﬁ of status guo 21 27%
Listing of choices 12 15%
Investigation of consequences 16 20%
Evaluation of consequences 13 16%
Acceptance of risk 1 1%

The total adds up to more than 57, because in some

accidents more errors were included in the analysis. It



=0l =

24
was not always evident in which category an error
belonged, and some rather arbitrary decisions had to be
taken. The ambiguity is reflected by a separabil ity score,
which was obtained by subtracting from 1.0, the number of
times there was @oubt which of two categories should be
chosen, divided by the total number of classifications in
the two categories. The resulting scores are presented in
Table 3. The lowest separability existed between the
investigation and evaluation of consequences. Not
considering a consequence at all was hardly
distinguishable from underestimating the severity of a
consequence. Here are some examples of errors that were

classified in the various categories.

Seeking or receiving information: The light on the
telegraph was broken; Maps were obsolete; Danger warning

was not received because the radar was switched off.

Evaluation of status guo: The captain assumed he would not

need a pilot.

Listing choices: The rules specified that no extra man was
required on the bridge; hence this option was never

considered.

Investigation and evaluation of consequence:. Captain says

that rules were silly; Skipper claims it is allright to
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predict encounters without plotting; captain says the

probability of an accident was negligable.

Acceptance of risk: Captain says the risk of a collision

was smaller than the risk of a grounding.

Table 3. Separability of the process stages in the
the analysis of 57 accidents at sea.
Evalu. Listing Invest. Evalu. Accept.
status choices of of of
quo conseq. conseq. risk
Seeking or
receiving inf. 1.00 1.00 1.00 1.00 1.00
Evaluation of
status quo 0.79 0.97 0.97 1.00
Listing
choices 0.96 0.96 1.00
Investigation
of consequences 0.20 0.94
Evaluation of
consequences 0.85

The reason for classifying the mentioned errors under

'Investigation of consequences' and 'Evaluation of

consequences' was that the negative consequences were

either denied or their likelihood belittled. Cnly in the

one case classified under 'Acceptance of risk' there was a

full analysis and understanding of the negative result

that finally came out. The risk was accepted because the

alternative choice was judged to be riskier. In the end

the Council decided that this judgment had been wrong.

25
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This inventory lends little support to the notion that
accidents occur because risks are evaluated and accepted
by those directly involved. In 21 percent of the cases the
information about the immanent danger was not even
available. In another 27 percent the information was
received, but the situation was not recognized as
problematic. In still another 15 percent the error was in
not considering the alternative that would have solved the
problem. Thus, in 63 percent of the cases there was
definitely no decision preceded by a conscious analysis of
. the relevant risks. In a further 36 percent of the cases
it is not totally clear what happened. The conaequenbes
were either not foreseen, or the likelihood of disaster
underestimated. In case the consequences were not at all
foreseen, it is quite possible that action was taken on a
routine basis, again without consideration of any risk. A
skipper who even at the inguest claims that encounters
between ships can be predicted without plotting the
positions would probably alsoc not have considered the risk
during the actual manceuvre. Therefore I will assume that
those errors classified under 'Evaluation of conseqguences'
represent cases that were handled without a conscious
analysis of the risks. Hence, in a total of 83% of the
cases errors were not due to a calculated acceptance of
risk.
Levels of operation. The errors as listed above raise

questions with respect to the locus of decision making.
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The employment of out-of-date maps prevents a captain from
being warned against wrecks that have recently gone down.
Thus, on the spot, the captain cannot evaluate the risk of
sailing near wrecks. However, the use of out-of-date maps
might itself alsp be the result of a decision, taken much
earlier in the process. This decision might have been
based on risk considerations. The broader issue, hidden
behind this problem, is the definition of levels of
operation. The routine behavior of drivers, captains,
operators, and all those who cause accidents at the sharp
end of the system, is often preceded by some less
routine-like planning. Van der Molen and Boetticher (1988)
distinguish in their model of driving behavior three
levels. The operational level, which describes the ongoing
behavior during actual driving. The tactical level,
describing . incidental decisions such as overtaking,
stopping at traffic lights. The strategical level, at
which long-term decisions are taken, such as route
choice, and choice of average speed.

A similar distinction among levels of operation was
introduced by Rasmussen (1982, 1983). He distinguished
skill-based behavior, which runs mostly automatically;
Rule-based behavior, which operayes through the
application of consciously chosen but fully pre-programmed
rules; Knowledge-based behavior, under which all sorts of

conscious problem solving are grouped. Thig subdivision is
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also at the basis of Reason's GEMS model (Reason, 1983),
which is illustrated in Figure 2.

It is tempting to combine these two tripartitions by
equating the operational level with skill-based behavior,
the tactical level with rule-based behavior, the
strategical level with knowledge-based behavior. One
rationale of this equation would be that in both systenms
risk evaluation is absent at the bottom level, and fully
present at the top level. The two systems differ with
respect to the amount of risk evaluation that takes place
at the middle level. Van der Molen and Boetticher assume
some sort of quick-and-dirty risk assessment, while
Rasmussen excludes any type of risk assessment that is not
incorporated in fixed rules. A possible reconciliation is
obtained by assuming that any amount of risk assessment at
the tactical level operates through the application of
fixed decision rules, such as rules for overtaking other
traffic, based on perceived distances and velocities. The
adaptation of such rules would then occur at the top
level.

The distinction among levels of operation can be
applied upon accident histories, such as the capsizing of
the Herald of Free Enterprise. The routine actions of the

assisitant-bosun, the deck-officer, and the captain, are
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represented at the bottom level. Decisions such as to
leave with the nose down in order to gain 20 minutes are
taken at the intermediate level. Decisions such as the
adoption of a negative checking procedure, the
understaffing, the use of a ship not designed for that
route, the use of the ballast tanks for levelling with
the ramp, the chronic acceptance of too short turn-around
times, are taken at the top level. The three levels of
operation are in this manner spread across time, and
across levels of the organization. The top level has to do
with management decisions high up in the organization, a
long time before accidents occur. The bottom level has to
do with operator decisions taken at the work floor shortly
before the accident. Our initial question: 'Are accidents
caused by faulty risk assessments?' is possibly answered
differently for the various levels of an organization.
There is little evidence that risk assessment occurs at
the bottom level; hence inadequate risk considerations of
the actors directly involved are rarely among the causes
of accidents. At the intermediate level the actors in the
drama apply rules of the if...then type, which means that
the application is dictated by the circumstances. A
specific assessment of the risk involved does not take
place every time the rule is applied. But the generation
and maintenance of these if...then rules is under the
control of conscious deliberations at the top level. In

this way if...then rules may embody faulty risk

29
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assessments, even when the rule is thereafter applied
without any consideration of the risks involved. Finally,
at the top level, there are many deliberations that may
well involve a consideration of risk, trade-off between
safety and costs, and willful acceptance of calculated
risks. ‘

It is obvious that the accident histories described in
accident reports, and considered in our analysis of
accidents at sea, will contain almost exclusively behavior
at the two lower levels. Behavior at the top level is
localized in entirely different sections of an
organization, and occur at a time that may antedate the
accident by many years. It is therefore no surprise that
s0 little conscious risk taking was Abservad. But this
does not mean that the outcome is trivial or meaningless,
becausa the tenet that risk taking rarely occurs at the
operaticnal level is not universally accepted. Many
industrial organizations attempt to improve their accident
statistics by advertizing safety awareness to employees on
the shop floor. Our conclusion that consideration of risk
occurs mostly at the strategical level means that risk
communication, as a means to prevent accidents, could most
profitably be directed at those levels of an organization
where strategical planning is executed. Only
knowledge-based behavior can be modelled by consideration

of risk.
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The capsizing of the Herald of Free Enterprise yields

many examples of useful targets for risk communication.

~ The captain's decision to leave at full speed is a
less promising target for improvement than the tight
time schedules that prevail in most ferry lines. It
should.be possible to convince the ship owners, the
harbor authorities, or the national governments, that
the turn-around time of ferry boats should be made
longer. This will probably require the construction of
more berthes, but that is easier to achieve than a
change of behavior in all those instances in which a
crew may under time pressure adopt dangerous
procedures. :

- Banning the irresponsible use of the ballasting
facility will save fewer lives than forcing top
management to monitor on a reqgular basis the practices
that result from their decisions. Shipowners must
realise that a reqgular audit of operational procedures
is needed, because otherwise they cannot know the side
effects of their managerial decisions. Technical
safety audits are by now almost universally accepted
for nuclear power plants. There is no reason to
exempt ferry boats, with their considerable killing
potential, from such obvious practices. The lack of
reqular audits is a more serious flaw than the

adoption of a negative checking routine.
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Adopting international rules about the closing of bow
doors will have less effect than adopting rules about
the guality of organizations that are licensed to
operate public transport systems. Risk communicatien
efforts could be directed at national governments, in
order to convince them that safety requirements should
extend to those levels in the organization at which
the actual risk management takes place. Bus drivers,
train drivers, and ship masters, are selected and
thereafter examined according to strict rules. But
their managers, who may cause much greater havoc, are

not.

Conclusion

Are accidents caused by faulty risk evaluations? My

answer is no, not at the level of those directly involved
at the sharp end of systems. The behavior of people
walking in the streets, driving their cars, deing their
regular jobs on a routine basis, may be among the causes
of almost all accidents. But these people do rarely
consider these accidents in advance; they run risks, but
they do not take them. Much more risk evaluation occurs at
the blunt end of the system, where the planners are, the
designers, the managers, the authorities that make
decisions in lieu of millions of others. But these
evaluation processes are rarely considered in accident

histeries, rarely adapted aftcr the occurrence of

32
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accidents, and rarely the target of risk communication
programmes, possibly because the illusion that most risks

criginate'at the operational level is too strong.
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A. Workshop on Institutional Management of Risk.
Convenor: Baruch Fischhoff, Carnegie-Mellon University, USA.

The proliferation of technological hazards, and the
accompanying pressure for accountability, has prompted the
development of various institutions for risk management. At
times, this development has been planned; at times, it has been
an impromptu response to political or physical crises. In this
workshop, we will examine the current state of institutional risk
management, and the role of SPUDM participants in it.

Crisis Ri
Joanne Linnerooth, IIASA: “The international response to

Chernobyl: Prospects for an international safety regime”

James Reason, University of Manchester: “MHanaging the
managerial contribution to risk in hazardous technologies”

Nicholas Pidgeon, Birkbeck College: "Crisis and routine:
Learning the lessons of (near) disasters"”

Distributive Risk Management

Zur Shapira, New York University: What managers say about
organizing for risk managment.

Daniel Kahneman, University of California, Berkeley: Agency
theory in risk management.

Jennifer J. Halpern, University of California, Berkeley:
“Cognitive factors influencing decision making in -a highly
reliable organization”

Hanagement of Financial Risks

Werner De Bondt & Richard Thaler, Cornell University: "Are
security analyst forecasts rational?”

Richard Gonzalez & Amos Tversky, Stanford University: “"The
effect of others’ decisions on stock selection”

Thomas Russell, Santa Clara University: "Portfolio choice for
agents who fail to maximize expected utility"
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B. Workshop on modeling knowledge for intelligent decision support.

Convenors: Helena Moshkovich, Institute for Sysiems Studies, USSR and Patrick
Humphreys, London School of Economics, U.K.

Synopsis

This workshop aims both to go beyond the once popular and now largely
discredited idea that a decision maker may be aided (rather than replaced) merely
through capturing relevant knowledge in declarative form, formalising it in u
"knowledge base’ and then applying this knowledge in a similur way as would an
unaided decision maker. We will emphasise issues relevant to the provision of fully
interactive support for decision makers facing higher level problems which are initially
unstructured (or partially or poorly structured) and where the decision maker has con-
siderable discretion in the selection of methods 1o formulate and implement a policy
for action.

First session (two hours).

(i) Overview.: Scope of the workshop and issues to be addressed.
Helena Moshkovich, Institute for Systems Studies, USSR.

(ii) Presentations on Techniques and problems in eliciting and structuring
knowledge from stakeholders in decision problems:

Knowledge elicitation methodologies: The good, the bad, and what is needed.
Willy Cats-Baril, University of Vermont, USA.
Mutual conversion of information and knowledge.
Yuri Schrader, Institute of Science and Technical Information, USSR,
Structuring opinions in conflict resolution.

Anna Vari and Klara Farago, Hungarian Public Opinion Research Instinute.
Budapest.

(ili) Workshop discussion.
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Second session (two hours)

(i) Presentations on Knowledge representation, systems logic and conceptual model-
ing: :

Generating conceptual models in support of decision making

Patrick Humphreys and Dina Berkeley, London School of Economics,
Systems logic for problem formulation and choice.

Eric Nappelbaum, Institute for Systems Studies, USSR.
Knowledge represen[;uion for policy designing

Peter Neijens and Jan A. Ridder, University of Amsterdam

(ii) Workshop discussion

Third session (two hours)
(i) Presentations on Support system design and implementation:

ARIADNE: The knowledge elicitation support system
V.K. Morgoev, Institute for Systems Studies, USSR
Model-based decision support for large and complex issues.

Elizabeth Weigkricht, International Institute for Applied Systems Analysis, Aus-
tria.

Developing CHESS: a community-wide decision support system.
David Gustafson er al., University of Wisconsin-Madison, USA.

(ii) Workshop discussion

(iii) Conclusion. Some issues and themes of the workshop
Helena Moshkovich, Institute for Systems Studies. USSR,
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C. Workshop on Process Tracing and Process Models.

Convenor: 0la Svenson, University of Stockholm, Sweden.

In future process studies of decision making at least two
lines of research need to be developed further. The first of
these is represented by work on models or theories for decision
processes and the second by studies of the effects of interesting
independent factors on decision processes. Therefore, the
development of more strictly defined and yet general models of
decision processes will be one theme of this workshop. The other
theme will treat the application of process tracing techniques in
studies of factors which may affect these processes (like infor-
mation overload, stress, motivation, depression, etc.). The work-
shop will treat decision making only and not include judgement
this time.
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D. Workshop oh Stucturing Decision Analysis:
Statistical and Psychological Consideration.

Convenor: Peter Politser, Harvard University, USA

This workshop will investigate some important practical
questions of how to do Decision Analysis, including the
stucturing and evaluation problems.
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E. Workshop on Negotiator Cognition and Rationality:
Extending the Domain of Negotiation Research

Convenor: Margaret Neale, Northwestern University, USA

Workshop Overview

This workshop is organized around negotiation research which specifically integrates
existing prescriptive and descriptive approaches to negotiation. From this perspective,
rational madels of negotiation provide descriptive researchers with a necessary anchor from
which to describe systematic deviations and illuminate a goal state that the negotiator is
trying to achieve. Behavioral theory and research clarify deviations from rational behavior
that a focal negotiator can expect from an opponent and provide indications of cognitive
barriers that limit a negotiator’s ability to follow prescriptive advice.

The research presented in this workshop extends negotiation research beyond the
study of novice negotiators in a single, dyadic negotiation to the study of common, yet
unrepresented, contexts of negotiation. Specifically, this workshop will focus on the
following four areas:

I. The Role of Expertise in Negotiator Performance, The impact of experience and expertise
on negotiator performance. These studies examine the descriptive impact of expertise and
explore the factors which influence the development of negotiator expertise. Presenters: Margares
Neale and Gregory Northeraft

2. Group Negotiations. Group negotiation is a mixed-motive task. Previous research has
typically assumed that groups are either purely cooperative or purely competitive. As such, the
usefulness of much of the previous research on groups and group decision making is limited.
In this presentation, the impact of group negotiation on the vulnerability to judgmental biases
and the impact of negotiation within a larger social context will be examined. Presenter:
Elzabeth Mannix

3. Market Negotiations. While most negotiation studies have been studies in two-person
contexts, this presentation will focus on the relarively rare negotiations that take place in market
seitings. From this perspective, negotiators in a market have a two-dimensional task. They
must first determine the specific identify of their negotiating opponent and then negotiate the
aciual agreement. Presenters: Harris Somdak and Max Bazerman

4. Negotiating through Intermediaries. This portion of the workshop will emphasize
negotiations which occur though intermediaries such as agents, mediators, among others. The

results of the studies will illustrate differences in the impact on the negotiation outcome and
process of various types of intermediaries. Presenters: Max Bazerman and Margaret Neale
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First session

Introduction.
Margaret Neale, Northwestern University, USA

The role of expertise in negotiator performance.
Margaret Neale, Northwestern University, USA

Cognitive characteristics of negotiators, structure of
negotiation tasks, and the potential for optimal settlements.
Jeryl Mumpower, State University of New York, USA
Second session

Improving negotiator cognitions.
John 8, Carroll, Massachusetts Institute of Technology, USA

Adaptive reference Wims_ in decision making and negotiation.
William P. Bottom, Washington University, USA

Negotiating through intermediaries.
Max Bazerman and Margaret Neale, Northwestern University, USA

Discussant: Zur Shapiro, Hebrew University, Israel
Third session

Introduction. ,
Elizabeth Mannix, University of Chicago, USA

Group negotiations,
Elizabeth Mannix, University of Chicago, USA

Market negotiations,
Harris Sondak, Northwestern University, USA

Workshop summary.
Max Bazerman, Northwestern University, USA
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A MORE ROBUST DEFINITION
OF SUBJECTIVE PROBABILITY

Mark J. Machina

Department of Economics
University of California, San Diego
La Jolla, California 92093
U.S.A.

David Schieidler

Department of Mathematics
Tel=Aviv University
Ramat—Aviv, Isracl

January, 1989

Although their goal is to separate a decision maker’s underlying beliefs (his ar
her subjective probabilitics of events) from properties of their preferences (his
or her attitudes toward risk), existing choice—theoretic derivations of
subjective probability all rely upon seme form of the von Neumann—
Morgenstern ‘independence axiom’ or the Savage ‘substitution principle,’
which is equivaleni to assuining thal the decision maker’s preferences over
lotteries conform to the expected utility hypothesis. This paper presents a
choice—theoretic development of classical subjective probability® which
neither assumes nor implies that the decision maker's preferences over
lotteries necessarily conform to the expecled utility hypothesis.

* That is, a probability measure satisfying all of the Kolmogorov properties

We are gratelul to Peter Fishburn and David Kreps for helpful discussions on this material.
Responsibility for errors and opinions is our own.
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A proper scoring rule for eliciting inter-subjective information

Drazen Prelec

The paper addresses the problem of eliciting information from a group of experts, when
there is no external criterion for scoring judgments (because the events that make the
judgments true or false are not known). This problem arises, for example, in interpreting
the political significance of documents or treaties, appraisal of art objects, evaluation of
complex commodities, such as wines, etc.. The proposed solution consists of a mutual
but competitive proper scoring rule, in which two or more experts attempt to outguess
each other’s responses. It is proved that optimal play requires each expert to fully
reveal all private information about the issue being considered, and that his or her long-
run score will equal the statistical information transmitted (in the Shannon-Weaver
sense), The procedure is illustrated with some experimental results, obtained from an
interactive three-person game, in which the information is elicited in the form of
subjective probability judgments for true-false propositions (constructed by the players

themselves).
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Fuzzy Sets Theory and Decision Making
Ilian Tchorbadjiev, Vladimir Antikarov

1. Introduction

Traditional mathematic and 1logic provide no methods for
representing the meaning of vague information. This kind of
formal systems are not suitable for making decisions in
ill-structured environment and especially in purely subjective
tasks. This paper propose an operational method for evaluating
uncertainty situations. The method is based on the fuzzy set
approach - so called fuzzy sets with interval membership function.
In general such approach is quite powerful to be used in a lot of

applications - standard decision theory, risk analyses,
hierarchical analysis and decision trees, fuzzy optimization
task, evaluation of verbal models, etc. The method is

demonstrated by using Decision Support System SupREme, especially
designed fer these purposes.

2. Fuzzy set basis

Standard fuzzy set is a set of couples <x. (x)», where x U
and normally :U-> [0.1]. This means that fuzzy set is a normal
Kantor set distinguish only by extended membership function, i.e.
in standard case membership relation is defined over [True,False]
set. The fuzzy set with interval membership function extended
mapping over subsets of [0,1] or P([0.1]).And the assignment
[b.a] has to be interpreted as 'Confidence factor or degree of
belief in x 1is not more than a and not low than b'. Geometrical
image of this assignment is an convex area in I or II quadrant of
Dekart space and it is not a curve like standard fuzzy sets
assignment. All standard fuzzy set operations can be extended
over interval based fuzzy sets. The only way to do this is to
used interval arithmetic and logic. Each set is represented as a
system of interval levels (parametrification using degree of
belief) and after that interval operations are applied over each
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member of the system. Practically this is the computation core of
DSS SupREme.

3.Applications study

Finally DSS SupREme is used to solve following problenms:

3.1 Decision Theory. The decision maker (DM) must choose some
action Ai without knowing beforehand the state of nature. The DM
wishes to maximize the payoff and thus the ‘'best' action Ai is
Ai={Pij/8jlj, where Sj is a state of nature and Pij is payoff if
occur Al and Sj. In uncertainty case Pij or Sj may be fuzzy
variables. Therefore, an action could be fuzzy variable too.

3.2 Evaluation of Verbal Models. If it is necessary to make a
truth estimation on the proposition 'X is F’, where F is a fuzzy
subset of U, the truth value is defined to be the degree of
consistency with some observed data. ’

3.3 Generalizing Evidences. The decision maker must collect
and generalize different evidences with different confidence.

3.4 Hierarchical Analysis. The A=[Ai] is alternative set and
C=(Cklk is criteria set. The overall objective is to choose the
best alternative satisfying the criteria.



- 116 -

A logic of decision making

J Fox, M O’Neil, A J Glowinski, D Clark

Imperial Cancer Research Fund Laboratories
44 Lincoln's Inn Ficlds
London WC2A 3PX

April 1988

Abstract

Traditional numerical frameworks for decision meking, such as the classical maximisation of
subjective-expected utility, are often (oo restrictive for developing realistic decision models or applica-
tions. The principal group of restrictions inherent in numerical decision theories is that they make no
provision for reasoning about the decision process itself. Classical decision processes cannot reflect on
what the decision is, what the oplions are, whal methods should be (or have been) used in making a de-
cision, and so forth (Fox, 1983). We argue that recent quarrels aboul the "correct™ way of representing
and propagating uncerainty and belief have distracted from these decper problems and limited progress
on theories of decision making. We present an approach which accomodates classical concepls bul ex-
tends them with non-numerical methods. These include non-monolonic schemata for proposing decision
options and propagating beliefs about them; for arguing the merits of options using knowledge of
causality, structure, function and so on; and for reasoning about ways of aggregating evidence and argu-
ments which reflect practical or procedural constraints.

Hllinois interdisciplinary workshop on decision making
University of Illinois, Urbana, Champaign, June 1988

DRAFT
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Evaluating Money: Temporal Influences on Context.

David M. Messick and Terry L. Boles
Department of Psychology
University of California, Santa Barbara
U.S.A.

Abstract submitted for SPUDM 12

Much recent research in decision making has focussed on the effects of
contextual factors on judgments and choices. Kahneman & Miller’s (1986)
article has attempted to integrate much of this work and to provide a
conceptual foundation for such effects. The central idea of this article,
namely that a stimulus may evoke its own norms or context, was examined in
a social context in which experimental subjects were paid for
participation. In two different experiments, subjects were told,
unexpectedly, that they were going to be paid one dollar for their
participation. The dollar, they were told, was the allocation of another
subject who had been randomly chosen to determine how much of $6 that had
been made available for the pair would be given to the other subject. The
allocator kept $5. Subjects could either accept the dollar, permitting the
other to keep the $5, or could reject the dollar angd thereby deprive the
other of the $5.

An evaluative context that focuses only on the money should induce
subjects to keep the dollar since one dollar is preferred to nothing, all
else equal. A context that focuses on fairness, however, could lead
subjects to reject the dollar since it falls below the $3 that an equal
division would allocate. Our experiments were designed to determine if the
salience of these two contexts could be manipulated by varying the temporal
order in which they were invoked. In the first experiment, subjects were
given information about the allocation procedure but for one third of these
subjects they were given the dollar at the same time (money plus
information). The others were given the dollar later. We hypothesized that
the dollar would evoke a money context that would interfere or compete with
the fairness context, leading more subjects to keep the money more often in
that condition than in the others. As expected, 74% of the subjects kept
the money in that condition compared to 47% in the other two. In the second
experiment, we gave one third of the subjects the dollar and told them that
we would explain the allocation procedure to them shortly (money before
information). For these subjects, the money context should be maximal since
it would be evoked prior to a fairness context. We also included the money
plus information condition from the first study, and one of the money after
information conditions from that study. Seventeen of the twenty subjects
¢85%) in the money before information condition kept the money, whereas
only 50% of the money plus information and 45% of the information before
money kept it. This experiment again demonstrated the impact of the
temporal order of context evocation, although it failed to replicate the
first experiment. Judgments of the importance of diffarent evaluative
dimensions (e.g., fairness, making sure both subjects get something)
suggest that the weights associated with the cholce dimensions may be
constructed after the decisions are made, not before.
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l2th European Conference on Subjective Probability, Utility
and Decision Making, Moscow, 21-25 August 1989.

ABSTRACT

Eliciting knowledge for intelligent decision support
by

. Nick F. Pidgaon
Birkbeck College, University of London

Developing intelligent decision support systems raises a
number of fundamental issues familiar to researchers in
artificial intelligence (AI). In particular there often exists
a need to model the decision processes and knowledge
structures of domain experts and potential system users as a
prerequisite to system development. The paper focuses upon the
use of AI techniques of knowledge elicitation in identifying
and representing individuals’ knowledge for intelligent
decision support. Knowledge elicitation involves the processes
of obtaining, analysing, and agreeing with the expert an
initial representation of the core knowledge deemed relevant
to the development objectives of the proposed decision support
system. Experience in the field of AT has shown that close
attention to all aspects of knowledge elicitation is an
essential prerequisite for building intelligent knowledge-
based systems. It is argued that knowledge elicitation can be
characterised fundamentally as a creative, interpretative
activity, which often involves the analysis of gqualitative
forms of data (e.g. interview transcripts, verbal protocols).
A number of current technigues for knowledge elicitation are
outlined, focusing primarily upon psychometric and
observational/interviewing approaches; these include
multidimensional scaling, the repertory grid, protacol
analysis, grounded theory and discourse analysis. The
importance of deriving explicit, and appropriate, methods for
the practical analysis of data obtained from human expert
sources will be discussed.

Correspondence Addreas: Nick F. Pidgeon, Department of
Psychology, Birkbeck College (University of Londeon), Malet
Street, LONDON WClE 7HX, U. K.
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Knowledge Acquisiton Methods: A Computer-Aided Approach
by

Fred Collopy
J. Scott Armstrong

The Wharton School
University of Pennsylvania
Suite 1450 Steinberg Hall-Dietrich Hall
Philadelphia, PA 19104-68371

We employed four approaches to acquiring knowledge for an expert system
to support business and economic forecasting. These included a review of
the relevant empirical literature, a survey of experts in forecasting,

direct assessment, and protocol analysis as forecasters solved

forecasting problems. A decision support system was developed to
support the protocol analysis. The four approaches were compared.
Particular emphasis was given to the process aspects of the protocol
analysis. The benefits of the various approaches are described as well as
their costs. The importance of the decision support system in reducing the
costs of protocol analysis is examined. Suggestions are made for

selecting among these approaches, dependent upon the types of knowledge

required.



- I20 -

BASIS OF KNOWLEDGE SYSTEM
A.Yu.Terekhina (USSR)

In this paper, the process of knowledge structuring in the
memory is studied by multidimensional scaling methods. The focus
is on how the knowledge structure is organized in the memory,
what affects this process, what it reflects, the relationshlps-
between the knowledge structure and skills, experience, and
nature of activities.

Knowledge of an unskilled person is in correspondence with a
multidimensional fuzzy semantic space. Domain is perceived as a
set of unconnected concepts. It is only for a skilled specialist
that the entire set is described with a small combination of
generalized attributes. The degree of attribute generalization is
a function of learning. It is easy to distinguish a skilled
specialist from unskilled one by the character of semantic space.

Since knowledge is stored in memory in the form of an
organized system and can be represented graphically, semantic
space is a convenient tool for monitoring and communicating
knowledge. It considerably facilitates realization, assimilation
and memorizing of new material.

The principle of representing conceptual systems in the form
of geometrical structure with a basis of independent attributes
is wuniversal. It was tested on a wide range of areas and has a
number of practical implications. This method makes it possible
to present structures of knowledge in a form convenient for
analysis, easily test and communicate it, and all this opens up
opportunities for programmed development of knowledge structures.
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CONSTRUCTION OF ARTIFICIAL SYSTEMS IMITATING EXPERTS'KNOWLEDGE

O.Larichev, A Mechitov, V.Morgoev, H.Moshkovich, E.Furems
{Institute for Systems Studies, USSR)

Abstract

One of the most difficult problems in decision support
systems and in expert systems.is the problem of constructing a
knowledge base generating a lot of difficulties of
psychological, wmathematical and computational nature. The
authors have developed a new approach to knowledge base
construction solving the following expert classification problem:
there are attributes characterizing the object wunder study;
each attribute has an ordinal scale of possible values; it is
necessary to assign each possible combination of attribute values
to one or several decision classes.

The approach developed by the authors creates certain
possibilities. One may: a) structure the problem and find a set
of attributes; b) construct a full knowledge base; c¢) check the
expert knowledge for contradictions and create conditions for
their elimination; d) find natural explanations for expert
decisions.

The authors have developed instrumental systems making it
possible to construct in a short time full knowledge bases
quite precisely imitating human judgment.
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BUSINESS CASE STUDY ON THE YALUE OF MARKET RESEARCH

Rex VY. Brown and Jacob W. Ulvila
Decision Science Consortium, Inc,
1895 Preston White Drive, Suite 300
Reston, VA 22091
(703) 620-0660
One of the world's largest multi-national corporations is evaluating how much money to spend
on research on its potential markets, how to spend it and what its economic value will be. This

case study highlights more general issues of prescriptive decision research, balancing the need

for methodology to be logical sound, feasible to implement and useful to the decision maker.

The company is providing a test-bed for decision and inference methodology being developed

by DSC with funding from the National Science Foundation.



GROUP DECISION-MAKING
IN ECONOMIC ORGANIZED SYSTEMS

WITH THE HELP OF MAN-MACHINE PROCEDURES

1.A.ERMAKOVA (USSR)

In a complex economic organized system such as an enterprise
or a branch of industry we have to pay attention to an area of
responsible decisions. These decisions are made by a group of
professionals. There is a need for examining different aspects of
a problem under decision. For this purpose it is necessary to
have a preliminary period when the experts prepare a kind of
decision and appreciate it. This process is described with a help
of a network model taking into consideration the interaction of
elements and hierarchy of organized structure.

The preliminary period is nessesary but sometimes is
inadequate. In this case it is necessary to discuss problem by a
group of professionals simaltaneously to find out an unexpected
method of resolving a problem. One of the form of such method is
a business game that meets the demand of flexibility and novelty
but efficiency expressed in terms of quantity.

In the course of economic reform sequentail preparation of
decision-making together iterative process of coordination and
expedite search of group decision-making with help of man-machine
procedures for finding out the best version can be used in
practice of strategic policy and operative planning very widely.
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DECISION MAKING IN FREE CLASSIFICATION TASK: A PSYCHOLOGICAL
YIEW
Rebecca M. Frumkina (Moscow)

Free classification paradigm (¥FCl) without a feedback waa
used to study typical behaviors depending on stimuli number,
etimull dimensionality, Ses' ways of tusk interpretation and
E's attitudes,

Experiments repcrted deal with various types of stimuli,
such as real objects (coins, other artefacts), worde (color names,
nemes of artefacts and non-artefacts), graphic patterns.

Our mein tenet is stated as following: S in a FCl task 1is
not "free" unless we deliberately foree him make a really free
choice., Notwithstending any standard instruction, many variables
interact to restrict 8' freedom, namely: &) number of stimuli
presented; b) the proportion of etimuli with certain dimensional
features; c) S8' interpretation of the task ae “"common sense"
problem vs some test of his intellectual abilities or personal
traits; d) S' attitudes toward the E and his goals; e) S' pattern
of behavior in any new context,

Types of sirategies observed in experiments with 500 Ss
are highly correlated not only with stimuli properties but also
with personel traite of participants.

Main types of cognitive behaviorse in decision making process
under FCl conditions are: "rationsal™ §; "zealous" S, a "simple-
minded" and an"outsmarter",

Verbal protoculs as indicators of typical decision making
techniques are discuesed in detail,

The naive ontolcgy of a FC1l problem space turne out to
differ etrikingly from rationalistic reusoning, the latter
being nothing more than & well-known carthesian belief,
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A Process-Tracing Analysis of Consumer Choice for Non-Durables
J. Edward Russo
France Leclerc
Cornell University
ABSTRACT

Over the pasl iwo decades the dominant paradigm for describing purchase
decisions has shifted from utility maximization 10 an adaptation 1o the purchase
environment. As future lheories of consumer choice will almost certainly be more
complex than utility maximization, and more closely tied to the aclual process ol
choice, there is a need is for a sound and suflicienlly delailed empirical base.

The goal of this work is a data-driven descriplion of the choice process for
consumer non-durables. We examine \he choices of forty-seven housewives in ihree
such products calegories using eye fixalions and verbal prolocols as process-tracing
methods. As an altempt lc remedy the lack of external validity of laboralory studies,
the data were collected in a simulated supermarket using real producls, prices and
shelf-arrangements.

Resulls include global slatistics (viz., lime, number of fixations, number ot
alternalives fixated), the role of the habilual brand in lhe cheice process and the size
of the active consideralion sel (i.e., all alternatives fixated but not yet eliminaled).
Two major themes of the resulls are the evidence for dislingt slages in the choice
process, and the role of direct product comparisons. We find lhree stages in the
choice process: orientation, evaluation and verification, wilh specific processing
operalions cccurring in each stage. We also find that more than fifty percent of the
fixations in the evalualion slage are devoled lo comparisons among two or lhree
alternatives and that more than half of these comparisons involve the chosen brand.
Analysis of the verbal protocols reveals the frequency of use of product aliributes and
specific operalions such as information acquisilion, evaluation, comparison and
elimination, including usage irends over the course of the decision process.

We conclude thal al leasl in lhis specific enviranmenl, a choice does nol
necessarily reflect a concluded decision bul is an action forced by time limils. Thal is,

a tenlalive decision becomes the choice when lhe decision maker {erminates the
consideration process, presumably because it is no longer worlh more’ time and effort.
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Effort-quality analysis of decision behavior
under conditions of sequential information display

Heiner Gertzen
Unlversity of Heldelberg

Payne (1982) proposed effort—quality principles to explaln the finding that
decision behavior s highly contingent upon task demands. Subsequently,
Johnson and Payne developed effort—quality analysis by simulation and
empirical studles. The basic idea of this epproach - l.e., that a decislon
maker's processing adapts to task demands In such a way that a compromise ls
reached between the opposite goals of minimizing cognitive effort and making
& good decision — ls Incorporated in the well known criterion—dependent
choice models. Within this general framework, It i3 assumed that processing
is only contlnued until an evidence criterion In favor of an alternative ls
exceeded. By calculating effort and quality for varylng criterla, effort—
quality tradeoff functions can be constructed (Schmalhofer, 1987) and used
for a comparison of different processing strategies which have been specified
In the general framework.

Effort—quality analysis was used to Investlgate under what conditions
alternative-based processing may be employed. Btarting from Tversky's conjec—
ture that alternative-based strategies are used if the alternatives are
displayed sequentially, different conditions of sequential Information dis-—
play were analyzed with respect to the effort and quality of alternative-
based vs. dimension-based strategles. The simulation results support
Tversky's conjecture. The predictions of these analyses were thus compared to
the data of several experiments In which sequentin] vs. simultanecus
information display and task complexity were varied. Though the empirical
results are generally compatible with the predictions of the effort-quality
analysis, the tendency towards dimensional processing was stronger than
predicted. Alternative—based operations may require considerably more compu-
tational effort than dimension-bmsed operations which should be taken into
account by further analyses.

References: Johnson & Payne (1986), Management Bclence, 31; Payne (1982),
Psych.Bull., 92; Payne, Bettman & Johnson (1988), JEP: LMC, 14; Schmalhofer

(1987), In Uppuluri et al., Expert judgment and expert systems; Tversky
(1969), Psych. Rev., 76.
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PERCEIVED CONTROL, NATURE OF RISK INFORMATION AND LEVEL OF RISK TAKING;

An experimental test of a simple taxonomy of uncertainty

Laurie Hendrickx & Charles Vlek,
Traffic Research Centre & Department of Psychology,
University of Groningen, The Netherlands.

In a recent paper we have discussed a fourfold taxonomy of uncertainty
or risk, based upon two dimensions (Vlek & Hendrickx, 1988). The first
dimension concerns the nature of the available risk information: fre-
guentistic information refers to the outcomes of similar situations in
the past ("how often did an accident happen?"), while non-frequentistic
information refers to the process(es) or scenario(s) resulting in a fu-
ture accident ("in which way might an accident occur?"). The second di-
mension refers to the outcome-determining factors: outcomes may entirely
depend on external, uncontrollable ('chance') factors, or they may be
(co)determined by internal, controllable factors (e.g., knowledge and/or
skills).

To study actual risk taking under each of the four resulting types of
uncertainty, a computer-implemented experimental task was developed. In
each of 60 successive trials subjects had to stop a moving symbol before
it passed a target line on the screen. Succes yielded a small gain,
while failure led them into a 'penalty task' in which they could incur a
considerable loss. On each trial subjects could choose among ten 'risk-
levels' (varying symbol speeds), low risk levels resulting in small but
almost sure gains, while higher levels yielded larger but less probable
gains. Different groups of subjects were presented with task variants

differing with regard to three characteristics of the penalty task: (1)

probability of loss, (2) either external or internal (chance versus
skill) determination of outcomes, and (3) ctype of risk information made
available (frequentistic versus non-frequentistic).

Main findings were: (a) subjects largely ignored frequentisctic risk
information, while the availability of mnon-frequentistic (process)
information resulted in a significantly lower level of risk taking;
(b) internal outcome determination (perceived control) resulted in a
significant increase in level of risk taking. Theoretical implications

of these findings for the above taxonomy of risk will be discussed.

Ref: Vlek, Ch. & Hendrickx, L. (1988). Statistical risk versus personal

" control as conceptual bases for evaluating (traffic) safety. In: J.

Rothengatter & R. de Bruin (Eds.): Road user behaviour: theory and

practice. Assen (Neth.) and Wolfeboro (N.H.), Van Gorcum.
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ANALYSIS OF SUBJECTIVE FACTORS IN RISK PERCEPTION

Mechitov A.I., Rebrik S.B. (Moscow)

Large-scale accidents and aggravation of ecological
problems drew special attention of scientific community and
wide public in the USSR to problems of risk analysis and safety.
It is common knowledge that technological risk perception is
largely determined by subjective factors. Their study is the
topic of this paper.

Three experiments have been conducted. First, subjects had
to rank different types of risk, with respect to the degree of
danger, profitability, and justification. During the second
experiment the subjects had, apart from ranking, to estimate the
degree of manifestation of various attributes, in different types
of risk, which, as is seen from a number of papers, determine the
subjective perception of risk. The third experiment involved
a questionnaire according to which the subjects had to estimate,
on a 100-division scale, 75 types of risk encountered in our
society, and indicate the degree of confidence in one’s answer,
as wWell as sources of information on the basis of which the
estimate was produced.

The experiments made it possible to analyze the consistency
in the respondents' answers, the relationships between risk
assesments and mortality rate due to different technologies,
dependence of education on technology risk estimates and compare
data on technology ranking in the USSR with those conducted in
the USA, Norway and Hungary.
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ABSTRACT:
DECISION MAKING UNDER RISK:
DIFFERENCES BETWEEN PRIVATE AND PUBLIC ROLES

Ortwin Renn and Emani Srinivas

Clark University

Worcester, MA 01610

usa

The paper deals with an experiment that forces subject to choose
between four different options to detect poisoned water in a community
water supply system. The expected values for each option are
identical, but the ratiao of magnitude and probabilty varies fraom one
option to the next as does the possibility for personal control. The
subjects were asked to rate the risks and the attractivenes of each
option in two different roles: as private citizens and as managers of
a risk handling institution. The experiment was first conducted in
1979 in West-Germany with a atudent sample, it was repeated in 1988
with American College students and risk managers of a large
electricity company in New England. The results shaw that the change
of roles reversed preferences in both student samples, but not among
the risk managers. They made hardly any difference between their

judgements as private citizens or official risk managers.
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RESPONSE MODE AND DECISION STRATEGIES

Mirjam R.M. Westenberg and Pieter Koele

Faculty of Psychology
University of Amsterdam
The Netherlands

Research in the field of multiattribute decision making can be calegorized
according to the type of research paradigm used (process tracing versus
structural modelling) and the type of decision required (evaluation of each
option versus choice of some options). In all cases the major issue is the
cognitive process leading from information input to decision outcome, and
more in particular, the question whether this process of information
integration follows compensatory or noncompensatory integration rules,
Ford et al. (1989) present an overview of the process tracing research in
this area. One of their conclusions is that little attention has been paid to
the influence of response mode (rating versus choice) on the decision
process.

This paper summarizes the results of three experiments intended to
investigate the influence of response mede on the cognitive process in
multiattribute decision problems, Two approaches were used to analyse
the decision process: process tracing by means of an information board
and structural modelling by comparing linear, conjunctive, und disjunctive
model predictions with subject responses. In addition, several 1ask
characteristics (number of options, weights of attributes) were
manipulated.

Reference:

Ford, J.K., Schmiu, N., Schechtman, 8.L., Hults, B.M., & Doherty, M.L. (1989).
Process tracing methods: Contributions, problems, and neglected research questions.
Organizational Behavior and Human Decision Processes, 43, 75-117,
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Preference Judgments and Choice: Is the Prominence Effect due to

Information Integration or Information Evaluation?

Henry Montgomery Tommy GHrling Erik Lindberg Marcus Selart
University of University of University of University of

Géteborg Umed Umed ’ Gdteborg

In a recent paper Tversky, Sattah, and Slovic (1988) demonstrated an
incongistency between judgments of and choices betweesn two-dimensiocnal
options. Judgments were elicitated by means of a matchling procedure in which
the decision maker adjusted one option to match another. It was found that
the more prominent dimension loomed larger In cheice than In matching. To
account for these results Tversky et al assumed that choice is more
lexicographic than matching. In other words, they assumad that different
informatlion integration rules are used in choice and matching. In the
present study we tested (1) whether the prominence effect also occurs for
preference judgments (l. e., quantitative Judgments of how gocd or bad a
single option ls) as compared to choice. More importantly, we also tested
(2) whether the prominence effect may be explained in terms of how subjects
evaluate glven information rather than in terms of informatlion integration
rules. That is, do cholce subjects experience a larger discrepancy between
the options on the more important attribute than is true for preference
judgment subjects? Data collected from 80 subjacts generally supported both
hypotheses. It is concluded that the prominence effect is not primarily due
to use of different information integration procedures as suggested by
Tversky et al. Rather, the effect occurs because subjects evaluate (or
frame) information about the options differently in choice than in judgment.
In further data analyses we will Investigate whether the results are in line

with the dominance search model.
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Newcomb’s Paradox:
Rational Choice under the Breakdown of Causality

Avishai Margalit & Maya Bar-Hillel
Dept. of Philosophy Dept. of Psychology

An Omniscient Being (OB) gives a Decision Maker (DM) a
choice between taking one -- covered -- box, or two. The

covered box contains either $ million, or $0. The additional
box contains a certain $1000. The catch is that the content
of the covered box was determined previously by OB according
to its prediction about DM’s future choice: OB put $million
if and only if it predicted that DM would take only the
covered box. OB is known to be a highly accurate predicter.
What is DM’s rational choice?

This problem, called Newcomb’s Paradox, has been
extensively discussed in the philosophical literature,
including the refinement of decision theory into a separate
causal versus non- causal component (e.g. Gibbard & Harper;
Lewis) . We had previously argued for a 1-box choice
(Bar-Hillel & Margalit, 1972),though such a choice seems to
violate dominance, and indicate a kind of "magical" -- rather
than "rational"-- thinking. The present paper is a refinement
of our 1972 arqgument, which takes into account the subsequent
developments in normative decision theory (which will be
briefly surveyed), and givea a normative prescription for
choice under conditions of '"pre- determined harmony"
{real-life examples of which exist in modern quantum
physics) .
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RISK COMMUNICATION: A PERSUASION APPROACH
Bas Verplanken

Center for Energy and Environmental Research,
Department of Social and Organizational Psychology,
University of Leiden, the Netherlands
In the development of risk communication research the rich
tradition of research on persuasion and attitude change in
social psychology seems to be ignored. Recent developments in
persuasion research focus on different types of information
processing. 1t will be argued that these principles are highly
relevant for research on risk communicatioq as well as for

risk communication practice.

A field experiment on risk communication (N=506) will be
presented in which the Elaboration Likelihood Model (Petty &
Cacioppo, 1986) was tested. The persuasive message comprised
probabilistic information concerning consequences of large
scale use of coal. Subjective probabilities (beliefs), atti-
tudes, and behavioral intentions were the main dependent
variables. Contrary to common sense notions, effects of source
credibility were only found if individuals were little
motivated to process issue-relevant information (elaboration
likelihood, which was operationalized through 'involvement*
and 'need for cognition'). More ngxﬁiazgngg_niﬁjxuhuxijhanggﬁ
(measured one year later), as well as stronger pbeliefs-—

atritudes-intentions consistency was found for highly than for

little motivated individuals.

R.E. Petty & J.T. Cacioppo. i
Central and Peripheral Routes to Attitude Change, New York:
Springer-Verlag, 1986,
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SELF-FULFILLING PROPHECY IN RISK: A WAY TO FIND
WHAT ONE IS LOOKING FOR

Orfelio G.Leon & Hilda Gambara. Fac. Psicologia. U.A.M. 28049
Madrid. Spain

INTRODUCTION. In many works it has been demonstrated how
people are sensitive to changes in task structure or in other
external manipulations. Recent studies (Lopes & Schneider,
1987 and Leon & Lopes,1988 ) have shown how aspiration level
and feedback successively modify attitudes toward risk in
most of the ss. However, there was a group of ss who did not
change. Here we propose that the behaviour of these ss could
be explained by the self-fulfilling prophecy. METHOD.
Subjects: 27 first year psychology students. Stimuli: 6
multi-outcome lotteries (showed in Lopes, 1987). Design:
Independent variables were, 1, the six lotteries, 2, risk
seeking and risk averse ss, 3, treatment - within ss
(pre-feedback, feedback, post-feedback) . The dependent
variable was the number of times s8s chose each of the
lotteries in a complete pair comparison design. We focused on
the riskiest lot. Procedure: 1) Pre-fb: a selection of two
extreme subsets of ss was made through their patterns of lot.
elections. 2) Fb: Ss actually played through a microcomputer,
which displayed the lot. and showed the results. 3) Post-Fb:
Subjects’ preferences were measured when pairs of lot. were
presented in a booklet. RESULTS: 1) Risk seekers obtained a
proportion of good outcomes higher than risk averse s8
(z=2.23, p<.0113). 2) There was no change in preferences
between pre-Fb and post-Fb (F1,25= .72).3) Analyzing the risk
perceived by the two groups through the variances of the
obtained prizes, we tested that the var. for risk averse ss
was higher than the other group (F13,12=4.9087,p<.01).
DISCUSSION: Ss found in the Fb phase data to confirm their
previous hypothesis about their preferences. We have tested
that this statement is especially true if only a part of the
data is considered and the rest ignored, as Hogarth (1980)
proposed. Mathematically, when only good prizes are
considered, risk seekers get better results.
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THE EFFECTS OF INVOLVEMENT AND RELEVANCE ON
RISK COMMUNICATION EFFECTIVENESS

Timothy €. Earle George T. Cvetkovich

Western Institute for Social

and Organizational Research

Department of Psychology
Western Washington University
Bellingham, WA 98226 USA
ABSTRACT
Our IRA theory of risk communication effectiveness

identifies three key elements, Involvement, Relevance and
Ability. In this study, we investigate the joint effects of
involvement and relevance. Involvement is a motivational
factor based on similarity judgments between the audience’s
interests, values, etc. and the hazard-information content of
the message. Relevance is another motivational factor, but
based instead on similarity judgments between the people in
the audience and the people described in the message. Our
primary hypotheses are these: a) Higher levels of involvement
lead to more attention to the message and to more information
processing. b) Higher levels of relevance lead to greater
acceptance of responsibility and increased intention to act.
In addition, we expect: 1) risk communication to be most
effective when involvement and relevance are both high; 2)
risk communication to be least effective when involvement and
relevance are both low; 3) high involvement and low relevance
to produce high information processing but low intention to
act; and 4) low involvement and high relevance to produce
both low information processing and low intention to act.
This latter condition is of particular interest as it is
often construed by outside observers to be "denial. These
hypotheses are tested in a two-staged experimental procedure.
First, subjects’ levels of involvement with a large set of
issues are measured, and the features that affect relevance
judgments are determined. Second, subjects are given risk
messages in the form of newspaper accounts.of hazard events.
The contents of these messages are designed (on the basis of
the results of stage one) to produce four experimental
conditions, high and low involvement crossed with high and
low relevance. Measures of information processing effort,
judgments of personal and community risk, Jjudgments of the
need for personal and governmental action and other dependent
measures are compared across - the four experimental
conditions. Implications of these results for the theory and
practice of risk communication are discussed.
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MANAGEMENT DECISIONS INFERENCE: STRUCTURE IDENTIFICATION
AND INTELLECTUAL CREATIVITY PROBLEM

Chelnocov V.A.
( Academy of National Economy under the USSR
Council of Ministers, Moscow )

The research is under way to develop computer systems aiding
to amplify intellectual creativity at decision making. Special
logical calculus has been worked out to reflect decisions
inference. A metamodel is described by a “goals-decisions“ matrix
(or gragh). Its elements are rank measures of sufficiency and
incompatibility. A theorem has been proved that comparative
decisions utility may be measured by means of special rank
indexes - system priorities. Optimality conditions: decisions and
goals compatibility, goals achievment at the pre-set time and at
the lowest cost,- are inspired by elimination principle (1). To
find a version compatible with all goals was the main obstacle to
apply it in practice. To overcome it a theorem has been proved
that made it possible to develop logical optimization procedures
of a base decision by means of selection of its usefull and
suppression of its harmfull features. The transfer to the design
of decisions with predetermined properties gave an opportunity to
avoid traditional difficulties of multicriterion choice theory.
The decision design prosedure is divided into.elementary logical
operations in the form of answers to questions sequence “asked"
by computer in natural language. It stimulates and intensifies
users intellectual creativity at the expense of decision
inference structural distinctness. The approach is applied to the
solution of management problems using computer programs
developed: logical optimization, relevance tree design, goals and
decisions logical analysis, priorities calculation, decisions
sets enumeration and choice, decisions planning (2).

1. Tversky A. Choice by elimination. Journal of mathematical

psycology, 9, 1972.

2. YgymoxoB B.A. lleeBHe KOMILIEKCHHe Mporpamvi.— M,: AHX mpu

ComeTe Mummerpos CCCP, I988.- 96 c.
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SPUDM 12, THE TWELFTH BIENNIAL CONFERENCE ON SUBJECTIVE
PROBABILITY, UTILITY AND DECISION MAKING
Soren M.Borch
Ass. Professor Institute of Computer and Systems Sciences
Faculty of Economics and Business Administration Copenhagen
Business School Julius Thomsens Plads 16, DK-1925
Frederiksberg €., Denmark Phone:+ 451-357122
ABSTRACT OF PAPER FOR CONSIDERATION
DSS and Stimulation of Creativity
The paper is based on the results of a Ph.D. thesis on
"Obtaining Quality Decisions through Decision Support
Systems". Based on a literature study on creativity-enhancing
procedures, 60 techniques for stimulating human creativity
are considered and classified in 10 groups. The techniques
are related toc a classical decision situation: Choosing among
many alternatives which are characterized by many criteria.
Half of the techniques considered were found to be
potentially beneficial for a (qualified) human decision maker
using a stand-alone DSS as decision aid.

Some of the technigues are implemented in a DSS design
for problem solving in a real-world setting (a consumer
organization).

The paper considers why creativity is important in
obtaining decision quality, and how well-known techniques of
creativity stimulation may be implemented in DSS’s. An
enlargement of the concept of alternatives and criteria is
brought into focus. Results from a case study of 13 users in
a real life setting are discussed.
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luformation and the evaluation of computerized decision support

Tibert van Dijk
Robert de Hoog

University of Amsterdam

Nearly all computerized decision support sysiems that are based on a MAUT-1ype decomposition of the
decision problem, rely heavily on user input for ariving at an advice for a particular decision. The sup-
port given is mainly in structuring the decision problem. The main inference support comes the shape
ol information combination algorithms, which either represent compensatory or non-compensalory
models. Evaluation of computerized decision support can thus be performed at two levels - the level of
the structuring of the problem and/or the level of the model that is taken as the justification for the
information combination algorithm. The study that will be reported in the [ull paper adresses this last
level.

The basic assumption behind many techuiques for the construction of ulility functions is that the ability
to express strength of prefence through these functions will lead Lo more precise information about the
individual's values, The corollary of this assumption is that more precisc information will lead 1o better
advices. Were this not the case, one could employ much simpler procedures than the ofien cumber-
somc and lime consuming ones used by decision analysts. As the admissible inforination combination
algorithms depend directly on the metric or non-metric nature of the input information, one could
hypothesize thal given identical input into an identical structure the information combination algorithm
that uses more information will outperform algorithms that use less information.

Design of the study

The hypothesis mentioned above was tested in two different conditions : a real life one and an experi-
mental one. Common to the Lwo condilions was the general setup. We used the MIDAS decision sup-
port sysicm as the compuierized tool available for individuals. In this program (he structure (i.c. the
MAUT decomposition of the decision lask) was the same throughout, but we changed the information
combination algorithm in the following ways :

¢ the algorithm uses all' the information that is present in the user input {i.c. the information is metric)

¢ the algorithm uscs only the rankorder information that is present in the user input (i.e. the informa-
tion is non-metric)

e the algorithm negates all information in the user input and gives a "random" advice

In the real life situarion a large number of dutch high school students in their last year at high school
used the MIDAS program for assisting them in their choice of a university course. Originally the
program’s advice was based on the use of all information, Bul as their input was logged, it lumed out
10 be easy to use the same input for the other two algorithms, The satisfaction with the advice of
MIDAS was measured by means of contrasting MIDAS's advice (using the three different algorithms)
with the choice they actually made.

In the experimental situation 64 subjects had Lo decide between a number of holiday destinations in
cooperation with the same MIDAS program. Unknowingly lo them the algorithm used was one of the
three mentioned above. Some subjects received a purely random advice, others an advice based on all
the information prescnt in their inpul. We asked all these 64 subjects whether they felt satisfied with the
program’s advice. Apart from the opportunity to test the hypothesis mentioned, this sclup also makes it
possible (o detect biased responses 1o satisfaction measures, which are a quite commeon lool for evaluat-
ing computerized decision aids.

In the full paper results of this combined study will be given, with a discussion of their repercussions
for the design and evaluation of computerized decision aids based on MAUT-like decomposition.
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COLLECTIV SUBJECT OF DECISION MAKING
IN A PROBLEM-BUSINESS GAME

By means of special technology the Saratov group of Problem-
Buaineﬁs Games (FPBG) tries to turn a community of PBG participants
into a collective subject of dcision making (CSDM), collective-emo-
tion, collective-intellect, collective-will. Under the guidans of a
CSDM-methodologist a CSDM-player is formed in the course of search
of a problem solution. CSDM~-player passes through the same stages
of searching and decision making as an individual. But the transi-
tion from stage to stage is not carried out according to the acts
of insight but according to the intentional logic of an individual
through a group-interest to a collective-intersst.

On condition of equal partnership a CSDM-player makes msome
"play-move", a step to the problem solution. Due to the "return-
move" of a CSDM-methodologist the Players' motivation for the next
logical step is created. Further advance through the problem field
is consolidated with the help of methodological and Psychological
reflection. In the course of the game & CSDM-player develops him-
gelf from an outside-guided communi ty of executors to a gelf-guided
structure. It is formed first in competitive groups then in the
groups consolidaling into a harmonious whole. CSDM functions exclu-
sively due to contradictions (pluralism of opinions and intentions
ensuring different components of inner moves). CSDM is a aystem of
integration of personal and group interests through satisfaction of
collective interests. Foemed on the game motivation a CSDM - play-
er is further capable to carry out hias own 1life interests.

The minimum critical time of a CSDM-player formation is 3=5

deys, with participants being 30-50 organized in 3-4 groups.
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"Foreign policy decigionmaking under varying gituational
condgtrainte: An information processing perspective’

HELEN PURKITT and JAMES W. DYSON
U.S. Naval Academy Florida State University

ABSTRACT
Qur basgic interest in this paper concerns the cognitive
foundations of decision making, especially during a political
crigis situation. The ability to handle crises i1n an effective
way 18 often considered the signpost of human ingenuity in
pelitics. In fact, political leaders are often measured by the
success of their choices under crisis condition.

In this analysis we are mainly concerned with a major criais
that was not described as a fiasco, to wit: the Cuban Missile
Crisis. Besides Janig' group think concept, other theoretical
pergpactives have been used to analyze the decisionmaking process
during the Cuban Missile Crisis 1including Thorson's artificial
intelligence simulation approach and Allison'®s comparison of
three models, While sach of these approachesg has been useful for
explaining certain aspects of the decigsionmaking process
occurring during this famous case, we use a modified Bales
interaction goding scheme and an information processing
theoretical perspactive. On the basie of this analyasis we next

id
discuss similarities in the cognitive operations evident in this
case when compared to a more recent foreign policy decision - the
effort to mell arms to Iran in exéhange for hostages in Lebanon.
In general, this study should allow us to agsesg the
commonalities in the cognitive processes of foreign policy

decislion makere operating within the context of small groups.
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Sincere vs. Sophisticated Voting Behavior in

Noncooperative Voting Games with Complete Information

Dan S. Felsenthal Amnon Rapoport

University of Haifa University of Haifa

Zeev Maoz

University of Haifa

We present, describe, and competitively test four models
of voting behavior in 3-alternative voting games in which
(i) communication among voters is disallowed, (ii) complete
information of the preference orderings of all other voters is
provided, and (iii) a single alternative must be elected. One
model (S) postulates sincere voting, whereas the three others
(models F, NF, and FRM) -- which allow for strategic
(sophisticated) voting -- are predicated on alternative
assumptions about the cognitive processes that underlie the
voters' decisions. Three experiments with ten groups of five
or six voters each are described, two using the plurality voting
procedure and one using the approval voting procedure. The major
findings are: (i) sophisticated voting is prevalent, (ii)
Condorcet winners -- if they exist -- are very likely to be
elected, and (iii) voters are much more likely to adopt initially
dominated strategies under the approval than the plurality voting
procedure. A competitive test of the four models over the three

experiments tends to favor model FRM.
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Joanna Sokolowska

Decision Research Unit
Department of Pasychology
Polish Academy of Sciences

Attribute weighting and use of non-compensatory models as a
function of perceived attribute flexibility and control over it.

This study has examined what factors favor a compensatory or
non-compensatory decision strategy. Praviously, it has been &hown
that certain situational factors (e.g. task complexity, weight of
attribute) can influence the choice of decision strategy. In this
study it was proposed that perceived attribute flexibility and
controllability could be such a factor. In two quasi-laboratory
experiments following questions were investigateds (1) does a
relation between the perceived attribute Fflexibility and
controllability and the perceirved attribute weight exist? (2)
does a relation between the perceived attribute flexibility and
controllability and the tendency to trade-off this attribute
exist?

In Experiment 1 it was tested if the perceived attribute
flexibility and controllability affects attribute weighting. The
subjects were 126 students of the University of Warsaw. They
considered relevant criteria of the selection for professional
training of doctors, psychatherapists, drivers and pilots.
Candidate’s traits were the attributes. Trait +flexibility and
controllability was defined as the possibility to create, change,
reinforce, or weaken the trait. In Experiment 1 the Subjects
assigned intuitive weights to each trait selected from the pilot
study. Next they were manipulated in order to change their
opinion either on the importance of the traits or thair
flexibility and contraollability. Finally, the attribute weighting
was rapeated. The data suppeorted the hypothesis that the
perceived flexibility and controllability of an attribute affects
its weight.

The hypothesis tested in Experiment 2 was that the tendency
to trade—off attributes and the use of compensatory strategy
depend on the perceived ralevant attribute flexibility and
controllability. The Subjects were 184 students of the University
of Warsaw. The Subjects cbtained information about two
possibilities described either on flexible and easy ta control
attributes or on inflexible and hard to control attributes.
Attributes’ weights were under control. The Subjects selected one
out of these two possibilities providing their justifications.
The data supported the hypothesis that there 1is a relation
between perceived flexibility and controllability of an attribute
and the tendency to trade-off this attribute as well as between
the perceived flexibility and controllability of attributes and
the use of compensatory strategy. Additionally, the data providad
some information on the influence of some other task’s
characteristics (e.g. a number of dimensions with low or
outstanding estimations) on the cholce of decision strategy.
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Abstract of a paper to be submitted to SPUDM-12 in Moscow 88

AN ANALYSIS OF MULTI-ATTRIBUTE UTILITY MODELS
USING LONGITIDINAL FIELD DATA

Rohrmann , B. (University of Mannheim, Germany) and

Borcherdaiying, K. (Technical University of
Darmstadt, Germany)

In a social-scientific field study, the issue of moving
and housing decisions was used to analyze the following
questions: What information is relevant for the evaluation
of residences? How can the multi-criteria problem in succes-
sive decision situations be modelled? Are evaluations based
on multi-attribute utility (MAU) models predictive for the
actual cheice? Which cognitive changes occur during the
search and decision making process?

The study is based on a conceptual framework which con-
nects perspectives from behavioral decision theory and en-
vironmental psychology. With respect to multi-attribute
evaluations, a set of 12 housing attributes was defined. For
gach attribute, three preference-related variables were
determined: subjective favorableness of defined attribute
levels, utility scores, and acceptability ranges.

Empirical data have been gathered in a longitudinal ap-
proach: A group of 92 movers was surveyed during the search
for a new residence; data were collected at & subsequent
times by personal or mail or telephone interviews. Additian-
ally, a control group of 72 "non-movers’ was included. In
order to obtain appropriate MAU data, a specific set of
questionnaires and scaling procedures had to be developed.

Main topics of the statistical analyses have been: iden-—
tification of crucial determinants of residence evaluation
and selection, comparison of various weighted and unweighted
MAU models and their relation to holistic judgments (using
both an intra- and an inter-individual approach), changes in
preferences over time and stability of MAU values.

Results available so far indicate that MAU models are
moderate predictors of residential satisfaction and choice;
that the 'conventional’ madel (additive/compensatory, with
attribute weights) is slightly better than other ones; and
that the reliability of preference judgments is restricted.
Also, the difficulty of the judgmental tasks —-— particularly
MAU-related measurements -- for the respondents (under
"field conditions’') became salient.

Finally, the wusefulness and the practicability of MAU
models for evaluating ‘real-life’ options as well as conse-
quences for further research will he discussed.
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TITLE: Would You Enow an Expert (System) If You Saw One?

AUTHOR: James Shanleau, Kansas State University, USA.

ABSTRACT: The purposs of this paper is lo address two questions aboul the definition of expertise: First,
what are the criteria by which expertiss is defined? Second, what kinds of expertise are contained
within an expert systam? The paper will discuss issues related to each of these questions.

Although en obvious place to begin, the use of validily to determine who is, and who is not. san
expert prosonts several difficulties: (1) External standards are often unavailable; that's vhy experts are
used in Lhe first place. (2) "Objective” criteria, when available, are defined from the subjeclive opinions
of experts, not the other way around. (3) Staadards evolve over time, so that what is correct may be
changing. (4) Experts are usually close lo correct; they are more concerned about large errors than
small errors. (5) Final answers often are not available until lster; yel expert opinions are needed nov.

Various criteria, besides validity, have been proposed for delermining expertise. Each of these,
however, is flawed: (1) Bstween-subject reliabilily can determine if there is consensus across experts;
however, experts may disagree at one level (disgnosis) end qm at another (prognosis). (2) The
number of cues used can be ovaluated using multiple regression techniques; however, using fower cues
may be superior, i.e., less is betler. (3) Experience isofton used as a surrogate messure of expertiss;
unfortunately, grester experience does not necessarily lead to greater ability (Meshl, 1934).

Several allernative procedures for defining expertiss will be discussed: (1) Within-subjoct
eeliabilily is a necessary, but not sufficient, condition for expertise (Einhora, 1974). (2) Discriminability
is also & necessary, but not sufficient, condition (Weiss & Shantesau, 1989). (3) Psychological
characleristics, such as self-confidence, can be used Lo idenlify experts (Shanteau & Lovitt, 1989). (4) The
sirategics employed to make decisions may be used to distin gulsh experts (Shenteau, 1989).

Expert systems work best when there isa “ground truth." Unfortunately, this is lacking in most
expert domains. Moreover, there is considerable user resistancoe in getting experts lo coopersis in
consiructing expert systams or interact with & completed system (Ham, 1984). Expert systoms cannol
reproduce the communication skill nor inspire the confidence of true experts. Ass consequence, expert

syslems frequontly are based on sad intended for use by novices, i.e., "novice systems.”
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Procedures of the Collective Decision Making of the
Multicriterian Problems

A.S. Levchenkov, A.A. Prosin (USSR)

This paper deals with the problem of a collective decision
making in order to achieve a common (global) objective with the
help of a personal computer in a local network. The formalization
of the decision making in order to draw the procedure of talks is
given.

In a solution of some decision making problems an
interactive operation to collective members takes place in order
to develop a coordinated decision variant to the utmoust
satisfying each decision maker (DM) of the group. The supra-DM
decision making he discusses the procedure with collective
members and controls it.

From the psychological point of view for the development and
the decision of a conflict situation several stages may be marked
out: the development of a conflict situation: the realization of
the situation as a conflicting one at least by one of the
collective members; the conflictive behaviour or interaction; the
outcome or the development of a conflict.

Procedure of the collective decision making is implemented
with the following algorithm.

Step 1. Definition of a set of controlled components of each
decision maker (DM) with the help of an interactive procedure in
the local network of personal computers. As a result the
construction of collective basis models of an object and a set of
controlled components (variables) take place.

Step 2. The development of individual and collective sets of
criteria. Each collective member in an interactive procedure
freely sets criteria and his own preferences for the choice of an
individual decision.

Step 3. Generation by a personal computer on the basis of
models of admissible set of multicriterial decision of a problem
(optimum according to Pareto).
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Step 4. Definition of the conflict situation (contradictory
evaluations by some decision makers (DM) concerning the common
collective decision). If there is no conflict, the problem is
solved. And the end of the algorithm.

Step 5. Construction of scales and a negotiation set in an
interactive process with the help of personal computers in a
local network in order to display the degree of progress of a
coordinated decision.

Step 6. Interactive negotiations in order to get the variant of
a trade-off decision.
6.1 Recording of the negotiation process for the

displaying the results of the decision problem to which the
collective members want to return repeatedly both in case of
receiving a compromise decision and in case of unsuccesful
results of negotiations.

6.2 Evaluation for the negotiation records in a degree
of concensus decisicn of achievements.
Step 7. Control by the supra-DM in a dialogue regime with a

procedure of negotiations for receiving a supplementary
informationand a prompt decision variant of concensus collective
decision.

The algorithm is implemented by 3 decision makers (DM) and a
supra-DM in a local network of personal computers of the type IBM
PC in order to schedule a timetable with multicriterial
estimations.
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Social Utility and Decision Making in Interpersonal Contexts

George Loewenstein, Leigh Thompson, and Max Bazerman

We conducted three studies to examine individual preferences for outcomes to the self
and a comparison other in a dispute context. Preferences were encoded in individual
level social utility functions estimated using a policy capturing methodology. We
explored how the social utility functions are affected by the nature of the dispute
(personal, business) and the disputant relationship (positive, neutral, and negative). We
contrast implications of the estimated social utility functions with predictions generated
by individual utility theories. We found that, first, people care more about the
difference between their own and the other party’s outcome than the independent value
of their own payoff. Second, the typical social utility function is positively sloped and
convex for negative differences between own and other outcome (disadvantageous
inequality) and negatively sloped and convex for positive differences (advantageous
inequality). Third, although people generally prefer equality over inequality, they dislike
disadvantageous inequality more than advantageous inequality, Finally, the negotiating
environment and disputant relationship exert their main effect in the domain of
advantageous inequity, whereas these factors have little effect on preferences for

disadvantageous inequity.
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FRAMING, JUDGMENT AND PREFERENCE

Joop van der Pligt
University of Amsterdam

Kahneman and Tversky's prospect theory has demonstrated that the
way in which a decision problem is formulated, or 'framed', can
have strong and predictable effects on the perceived
attractiveness of the options it offers. These effects are
noteworthy not only because they are sizable, but also because
they violate important tenets of rationality, and because they
influence not only behaviour but also how the consequences of
behaviour are experienced.

This line of research has been criticized on several grounds,
some critics have suggested that subjects have been misled by
illusionary circumstances of little general significance beyond
the laboratory. Some argued that the researchers themselves are
mistaken about the correct inferential rules, and that some
violations of statistical principles should be regarded as a form
of satisficing; i.e.,cost-effective inferential shortcuts. Others
regard prospect theory a succesful descriptor of decision
behaviour because it predicts the direction of irrationality or
bias when it occurs. )
The present paper presents a series of experiments in which a
total of 1500 subjects participated. These experiments addressed
a number of issues within this field of study:

(a) it was attempted to provide additional demonstrations of
framing effects.

(b) in order to test the generalizability of some of the
findings of prospect theory, subjects were presented with a
series of more ’'everyday' problems in a variety of decision
domains. Outcomes of the experiments will be compared with
those obtained with the 'typical’' problem used in this line
of research.

(c) The effects of (1) perceived importance of the stakes and
(2) the value of uncertainty on risk-aversion and risk-
seeking is investigated in a variety of decision-domains.
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Effects of Framing on Purchase Decisions
‘Tommy Girling' and Constantino Arce®

‘Dc'purlmcu! of Psychology, University of Umea, 5-901 87 Umed, Sweden
1Drpamru-m of Psychology, University of Santiago de Composiela,
Santtago de Composicla, Spain

With the purpose of assessing framing effects, how 1travel distance to a siore affects willingness
to pay for a good was investigated in three experimenis. 1n Experiments 1 and 2 subjects (60
undergraduates) either indicated how much they would pay for a good 10 make an offer in a
store Al & longer or shorler distance equivalent, or they indicated how ‘much farther they would
have (o travel 1o make equinalent an offer 10 buy the good at a lower price. Framing effects
were evident in that subjects indicated that a lower price was equialent when the store was
farther away than when it was closer. However, this effect was not observed when subjects
indicated how much farther they would winel. The framing effect was in Experiment 1 found
1o be pronounced when subjects were requesied 1 imagine they walked to the store rather than
drove, and in Experiment 2 when the good was cheaper. In Experiment 3 the framing effect
was replicated for another 36 undergraduates who were requested to choose between two offers.
The results can be interpreied according 1o Kahneman and Tversky's prospect theory, that is in
terms of whether an outcome is perceived as a gan or a loss. They are also congruent with a
more recently suggesied compatibility principle (Tversky, Satah, & Slovic, 1988), even though

an expected stronger [raming effect in the choice task was not found.
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A SUBJECT'S DECISION FORECASTING METHOD TAKING INTO

ACCOUNT DELIBERATE AND UNDELIBERATE MOTIVES

M.A.Kotik, A.M.Emelyanov {(USSR)

The ex18ting decision making procedures taking into
consideration personal features are not always adequate so long
as they virtually include only deliberate logical component of
his thinking. At the same time a decision making person
gsometimes deviates from common sense lawe as long as he is
guided not only with his inferences but with unconsious motives
too.

We suggested &a method providing elimination of the
available procedures drawback resulting from the following
assumptions. Decision maker's deliberate or undeliberate motives
become apparent in his attitude to particular alternatives of
the decision = in his emotional perceptions of
significance-value and significance~anxiety for each alternative.
That is the method is based on the estimation functions of
the emotional reactions.

The significance-value and significance-anxiety levels are
determined on the base of fuzzy evaluations (such as "strong-
week","often-seldom" ) which are of use to predict the possible
positive and negative after-effects. Experimental data revealed
a connection between the decision maker's fuzzy evaluations and
preference level for each alternative.

The suggested method is implemented interactively with the
computer-aided system. The validity test showed that the coinci-
dence between computer decisions and the really most preferable

decisions of the decision making person amounts to 77 per cent.
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PREDICTION AND POSTDICTION PREFERENCES IN GUESSING

Wibecke Brun and Karl Halvor Teigen
University of Bergen, Norway.

Abstract. - In three studies it is shown that most subjects, when
asked to guess the outcome of an uncertain event (a die toss, the
sex of a child, the winner of match) will prefer to do so before
the event. This holds regardless of consequences of the guess,
and of variations in waiting time from the guess is issued to the
outcome is known. In a chance situation, a guess-first preference
may be partly explained by a “magical control“-hypothesis, but .
the preference persists in situations where such influences are
less thinkable (sex of child; die thrown by other person). Whan
asked how prediction and postdiction guesses differ, host
subjects agree that predictions are most exciting, and that
postdiction failures cause more discomfort than prediction
failures. Such differences are interpreted as due to the relative
amount of perceived internal and external uncertainty in the task
at hand. It is speculated that internal uncertainty is felt most
acceptable when matched by a corresponding external uncertainty,
and most aversive when contrasted to an externally established
fact.
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Grzegorz Bgdek Mirostaw Kofta Tadeusz Tyszka
University of Warsaw Polish Academy of Bolences

Learned helpleseness and the deoision-meking processes
Abstract

This study deala with the problem of information and evaluabtion
processes in decision meking, and how the psyohological state of
learned helpleseness - a product of a oontrol loss sxpsrience =
affects these prooesses. We accepted Montgomery’s concept of deoi-
sion-making as & process of searching for and testing of hypothesss
ooncerning which of the alternatives is smperior or even dominant
ovar the others, Present experiment attemptdd to study these proces-
pes under various settingas, including conditions highly unfavorable
to promising option emergence. The second treatment intended to pro-
duce an altered psychologioal state- that of learned helplesaness-
which oould be expeoted to seriously affect both processes.

Main results obtailned in our experiment showed thatt
/1/ "Normal" subjeots displayed a considerable foous on the option
which was subsequently chosen, even under highly unfavorable con-
ditions where the indication as to the evaluative saliency of any
option waa lacking,
/2/ As far as helplessness trained subjeota ia ooncerned, when cue
to salient attractiveness of some alternative was present theysxa-
mined thoroughly this particular alternative addressing little ques-
tions to the others, However, under oconditions wherse no such a hint
was glven, they direoted similar number of questions to all alternasi
* tivesy thus they displayed a tendenoy Yo avoid mental effort,
/3/ Already in early predecisional period the promising option was
sharply differentiated from the "background" in terms of 1ts appraisal
Morsover, thils effeot appeared highly pobust, as exemplified by lachk
of any interactions with the experimental treatments of optiona'
similarity and helplessneas, This pattern suggests that the dominance
struoturing process might be fairily general phenomenon, notlobddble
in different oclrocumstances,-including those unfavorable to the ses
lsotion of promising option,
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COMPUTER~AIDED DECISION-MAKING BASED ON
MULTI-CRITERIA DISCRETE OPTIMIZATION METHOD
V.G.Tanaevsky, D.V .Ofitserov

A new method for solving multi-criteria discrete optimization
problems and its implementation as a complex of interactive procedures
which are intended for computer alding of decision-making proceas are
discussed in the paper. A concepiual acheme of the method 1is
presented. While discuasing 1it, special attention is paid to the
methods of obtaining reliable and consistent information from man. The
adaptive decision maker's (DM) preference system model is described,
on the basis of which a cholce of rational solution should be
performed.

The procedure of information receiving consists of correct simple
operationas. The questions are formulated in conventional and clear
terms. Having received the DM's answers a control of completness and
correctness of the information being entered 1is performed. The
contentsa of the information is preserved on all the atages of 1its
processing. The information coming from DM reflects his preferences
on & set of criteria and on a set of criterla eatimates of the
alternatives. The use.of this information in the adaptive model makes
it possible to elicit the DM's preferences on a set of multi-criteria
alternatives. During the dialogue the elements of DM's preference
system are controlled to be consistent. To do this, formal description
of the transitivity conditions of the preference relations on a set of
the criteria is used.

The complex of interactive procedures developed satisfies the
requirements of correctness aqd Y convenience. It provides the
correspondence of the decision-making method to human practical
abilities of information analysis and processing. Because the software
is designed for users having no programming skill and who are not
familiar with the decision making theory it may be promising for
solution of many practical problems.

The numerical results of solving a particular combinatorial
optimization problem on permutations using a multiple criterion are
presented.
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SUPPORTING GROUP DECISION MAKING: CHOICE SET INTERSECTIONS

AND CRYPTOGRAPHIC PROTOCOLS

Hunnu Nurmi, Department of Political Science, University of
Turku, SF-20500 TURKU, Finland.

Abstract:

It is well-known that different social choice procedures often
result in different outcomes. When resorting to just one
procedure the decision makers typically lose the opportunity to
find out what the other plausible outcomes might have been, had
the procedure being used been different. The paper reports
results on the differences in the outcomes resulting from a number
of choice procedures under various assumptions concerning the
preference profiles of the groups. The paper thus complements an
earlier one (“Discrepancies in the Outcomes Resulting from
Different Voting Schemes“, Theory and Decision 25, 1988, 193-208)
by the same author.

Group decision can also be supported by devising negotiation and
bargaining protocols for various purposes. Usually the parties in
negotiations are interested in guaranteeing the secrecy of at
least some aspects of their bargaining position. Cryptographic
protocols for ascertaining that already exist and could be
applied in some types of negotiations. The paper outlines some of
the existing protocols and suggests uses for them.
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Andrew M McCosh, University of Edinburgh, 50 George Square,
Edinburgh EH8 9JY, Scotland, UK
Fax (44)-(31)-668-3053 Phone (44)-(31)-667-1011 ext 6585

Group Decision Support Systems in a Complex Professional
Environment:- The Case of International Bond Portfolio Switching.

The manager of a fund of government fixed-interest
securities will normally seek to achieve a higher rate of return
than a simple buy-and-hold investment strategy would attain. The
manager may seek to improve the return by switching the portfolio
from one country to another as vields and exchange rates move.

By definition, the price of a fixed-interest security will
move directly against its yield:- when the yield goes up, the
price goes down, and vice versa. However, yields depend in part
on general interest rate movements in the country in which the
bond has been issued, so that yields in different countries will
move relative to one another. A fund manager may therefore seek
to improve overall performance by selling a bond in a high yield
country and buying one in a low yield country, on the assumption
that the markets will revert to their customary relationship
later. A capital gain will arise, which will augment the interest
return.

For the fund manager, this involves bringing together a num-
ber of skilled professionals. Bond analysts, yield analysts, and
exchange rate analysts must be involved. No single expert can be
expected to deal with all the issues. As  the bond market is
valued at approximately four trillion dollars (US) at present,
and as 1% of this total is traded deily, considerable care is
needed.

The paper addresses the problem of specifying a group deci-
sion support system to provide the fund executive with an hourly
updated description of present and expected yields and exchange
rates, together with probabilistic decision rules. Constraints
imposed by the investor must alse be considered, particularly
with respect to exposure to each of the currencies involved.

The fund manager is normally a company, with a well-
established social structure. Each of the skilled professionals
ia more highly trained than the trader who actually operates the
fund and has executive authority to buy and to sell. This means
that the decision support system must act as a social buffer as
well a8 a communications vehicle and deaidion aid.
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THE EFFECTS OF DEADLINES ON INDIVIDUAL DECISION MAKING
A.J.Maule & P.Mackie

The paper reports one of the series of experiments
investigating the effects of deadlines on decision making.
Although Miller (1960) identified several ways in which
behaviour may change in such situaticns, only two of these
have been supported by research. Wright (1974) showed that
deadlines 1lead to filtering in terms of an increased
importance of negative information and Ben-zur & Breznitz
(1981) reported that deadlines increase the tempo of
responding. The primary aim of the present study was to
replicate these findings and to see whether other changes
outlined by Miller occurred with the imposition of deadlines.

The study was mnulti-method based on both a regression
analysis of judgment and a process tracing approach analysing
concurrent verbal protocols. Subjects were presented with
information about cars, each described along six dimensions.
They were required to judge the attractiveness of each car
and choose one of seven courses of action to take. The task
was computer controlled and was segmented into a number of
distinct components - search, evaluation, Jjudgment and
decision. Using a within-s design, subjects were run under
three deadline conditions. Neither the regression analysis of
judgment nor the verbal protocols revealed any support for
filtering in terms of an increased |use of negative
information under deadline conditions. However, as predicted,
there was a general increase in the tempo of responding.
Further data analysis is in progress and suggests that there
other deadline effects, including some of those considered by
Miller. The discussion will consider the implications of
these findings in terms of changes in information processing
within each component of the task and effects on subjective
measures like experience of time pressure, confidence in the
decision etc.
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Decision Making in Dynamic Environments: The Use of System
Dynamics to Explore Judgments across Time

John Rohrbaugh
The State University of New York at Albany

Multiple-cue probability learninig(MCPL) research has focused
primarily on static environments in which the underlying
characteristics of the system are taken to be fixed and
unaffected by any elicited judgement. Maximum achievement on such
tasks typically requires repeated, consistent application of a.
single, best rule for integrating available information about a
cross-section of independent circumstances. The accuracy of each
judgment can be assessed independently of all other judgments. In
contrast, naturally occurring problems often unfold in dynamic
environments. System characteristics change over time, exhibiting
behaviors that are influenced directly and indirectly by elicited
judgments. Maximum achievment would seem to require attention to
the timing, order, and relation of judgments, since circumstances
are connected continuously in time. The accuracy of each judgment
cannot be assessed as if it were made in complete isolation.

The study of decision making in dynamic environments has taken
several directions, including investigations of the effects of
system feedback on judgmental performance{e.g., in response to
additional information about fixed but relatively unknown
systems, Schum, 1980; or in response to better known but changing
systems, Sniezek, 1986) and investigations of the effects of
elicited judgments on system perfomance(e.g., where behavior is
determined in part by the judgment itself, Camerer, 1981; or
where behavior responds to elicited judgment, MacKinnon & Wearing
1985; Kleinmuntz & Thomas, 1987). Brehmer and Allard {1987) have
developed an alternative method of assessing cognitive skills
revealed from sequences of related decisions in a dynamic
environment, though the task is conmstructed as a gameboard in
which playing pieces must be moved from square to square.

Sterman(1987,1988) has studied extensively the cognitive skill
of players in another type of game STRATEGEM-2, based on a system
dynamics model of the Kondratiev Cycle or economic long wave. The
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dynamic environment involves the relation of production, demand,
capital stock, depreciation, and unfilled orders of goods;
judgments must be made over time to keep new orders for capital
stock at a level that maintains equilibrium in the system.
Although the model is elegantly simple with few 1levels, rates,
lags, and feedback loops, available evidence suggests that
players have considerable difficulty in making the right
sequences of judgments; futhermore, eventual mastery of the task
(i.e., minimizing errors) under one set of conditions does not
appear to generalize to even slight variations in parameters.
Such results have led to pessimism in the field of system
dynamics about the extent to which individuals are capable of
learning to control dynamic environments.

The present paper explores the STRATEGEM-2 game employed by
Sterman(1987,1988) from a judgment analytic perspective,
reconstructing the information provided to players as a judgment
task containing multiple cues. Repeated runs of the game revealed
that the cue set made available to players is poorly constructed;
some cues are unrelated to successful task performance and some
cues actually interfere with successful task performance, while
the most diagnostic cues are not directly available and must be
constructed mathematically. When an appropriately constructed cue
set was made available in a useful form to players, task learning
occurred quickly over only a limited number of  judgment
sequences; cognitive feedback containing cue validities further
enhanced learning. Generalization of cognitive skill to
conditions in which model parameters were varied also was found.
These results provide some encouraging evidence that individuals
are capable of learning to control dynamic environments. Whether
such learning is possible in more complex dynamic environments
(i.e., more levels, rates, lags, and feedback loops) requires
considerably more investigation. The present study, however, does
illustrate the significant role of information presentation in
the study of dynamic decision making, since poorly constructed
cue sets can reduce substantially the level of cognitive
performance.
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Null Hypotheses for Dynamic Decision Making
David R. Holtgrave, Harvard University

Researchers in the important field of dynamic decision making have begun to
call for research more soundly based in psychological theory (for instance,
see the recent review of process tracing methods by Ford, Schmitt,
Schechtman, Hults, and Doherty in Organizational Behavior and Human
Decision Processes). As it stands, much of this work is exploratory in
iature. The purpose of the present paper is to review and generalize
several behavioral models which are (a) well grounded in psychological
theory, (b) have some limited empirical support, and (c) can serve as
models - or at least null hypotheses - for dynamic decision making
research. The first class of models to be presenfed are based on the
motivational processes which drive human cholce processes. Exemplary of
this class are Birch's Activation Time Scheduling model (formed out of
Atkinson and Birch's Dynamics of Action motivation theory) and Holtgrave's
new generalization of the model which allows for the assessment of
environmental influences on the stream of choice behavior. Birch's model
nas found support in animal and human data. The second class of models to
be presented are based on the premise that both the time spent in a type of
behavier and the Erequency of that behavior are related to the
attractiveness of that behavior. 1In this way observable time and frequency
aspects of the data are related to each other via attractiveness. Choice
models (such as Luce's choice axiom) can be combined with dynamic models
(such as semi-Markov processes) to aid in the time/frequency mapping.
Support for certain of this class of models has been found by Holtgrave in
animal data. Formal relationships between the two classes of models exist,
and are presented herein. The field of dynamic decision making hereby has

moved closer to a firm grounding in psychological theory.

Page - 3



- 180 -

Clinical diagnostic decision making in a multidisciplinary team

E.E.J. De Bruyn
Nijmegen Institute for Cognition Research and Information Technology
University of Nijmegen, The Netherlands

The resarch has been conducted over the past four years in a institution for residential
care for children with behavioral problems and learning disabilities. After an
observation phase in the institution each case is discussed in a multidisciplinary group
meeting. The aim of the meeting is to formulate a diagnosis and, consequently, to give
a prescription for treatment. The persons participating in the diagnostic conference
represent the following disciplines: child psychiatry, psychology, special education,
social work, remedial teaching, speech therapy and play therapy.

The evaluation study. A category system for content analysis of the verbal
protocols of the diagnostic group meetings (CSDG) was developed in order to evaluate
the quality of the conferences. The CSDG was applicd to the 14 diagnostic meetings of
newly admitted children. Depending on the protocol the reliability of the CSDG ranged
from .60 to .80 (Cohen's Kappa). .

The instruction study. Approximately 3 months after the last diagnostic group
meeting of the evaluation study, the members of the team participated in a so-called
instruction training. The team had to analyse the record of an existing but new case in
terms that corresponded to Bayes' theorem. The theorem was applied as a pedagogical
tool to demonstrate that diagnosic reasoning could be formalized using intrinsic logic.
One month after the training, the team rediscussed 5 cases of the evaluation study. The
protocols were analyzed using the CSDG and were compared with the results of the
evaluation study.

The implementation study. To explore the effect of organizational measures an
alternative intake and observation procedure were implemented. The main features of
the procedure consisted of the systematic streamlining of information and the active
decision-directed participation of the representatives of the different disciplines. The
new procedure was applied to 5 newly referred children. The verbal protocols of the
meetings concerning these children were analyzed using the CSDG and the results were
compared with those of both previcus studies.

Results. The regular diagnostic group meetings (evaluation study) showed a high
level of information exchange and a low level of diagnostic reasoning. Both frequency
and sequence analyses showed that a relatively short exposure to a formal model
(instruction study) enhanced the quality of the diagnostic reasoning in the conference
while drastic organizational measures (implementation study) did not.
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RISKING TO HAVE ANF)THER CHILD WITH A GENETIC DISEASE?
effects of varying information and decision method on decision quality

Wilma Otten and Charles Viek
Department of Psychology, University of Groningen, the Netherlands

In the feld of medical decision making the physician is considered to be the responsible
person deciding aboul diagnosis and trealment of a palient. However, in many situations
the real stakeholder is the patient him/hersell. He or she has to chaose among several
(medical) options with varying possible consequences. Is it possible to develop effective
decision support for this kind of personal decisions? Most applications of decision support
are found in organivational seltings. Real decision support of personal decisions is rarc.
This may be rclated to a lack of systematic evaluation studies of the usefulness and
effectivencss  of 'supported’ decision making contrasted with “unsupported'  decision
making.  The present paper extends previous research in thal (1) the patiens is the
decision maker, and (2) a personal decision is cvaluated systematically.

In an cxperimental study we examined the effects of two different decision support
methods versus a no-supporl condition (variable: SUPPORT, 3 levels, between groups). A
second variable of interest was the amount of information on the decision problem given
to the decision maker (variable: INFORMATION, 2 levels, between groups). Ninely-four
paid female subjects were asked (o imagine being the mother of a four-year old son
suffering from “Cystic Fibrosis' (CF).  This is an autosomal-recessive hercditary discase
with a recurrence risk of 25%. 1t is a progressive degenerative disease wilh symptoms
like respiration disturbances and gastro-intestinal deficits,  Mean maximal age of CF-
children is about 30 years. Subjects had to read an involving story about ‘their’ child’s
history.  This story was based on scveral interviews with real parents of a CF-child,
conducted o lew months prior 1o the experiment. The final decision subjects faced was:
"Do yeu want (o become pregnant again, having a 25% chance of having another child
with CF?". Under each primary option, several secondary decisions were involved.

In cooperation with the Institute for Genetic Counseling in Groningen (wo case stories
were constructed.  While both stories contained the description of the child's history and
a bricl overview of the possible options, they differed in whether an  extensive
background on the hereditary process behind the diseasc was provided (Extensive-level)
or not {Bricl-level). Concerning the variable SUPPORT we will focus here on only one
of the decision support methods tested: a paper-and-pencil version of a decision tree
and cxpected utility analysis. In the first part of the analysis the decision problem was
represented by a decision tree.  This was explained step by step on successive pages,
building the tree branch by branch for them. This process cventually resulted in a 15-
branched full decision tree, with probabilities at chance nodes, as provided by experts.
In the sccond part the subjects were instructed to think abont and write down aspects
(attributes) of the several branches which played an important role in their decision. In
the third part they were asked for utility ratings of the 15 different terminal
consequences.  Finally, the fourth parl explained the decision rule {maximizing expected
utility by ‘averaging out and folding back’ the decision tree). When the subjects were
finished rcading (his final part, they were offered their advised ‘best decision’
(computed by the experimenter). [n the no-support condition the subjects were asked to
decide "in their preferred own way". We collected written protocols on those decisional
thought processes, which were coded and analyzed later.

The dependent variables were: (a) perception of the decision problem in terms of
subjective risk dimensions, (b) knowledge about the decision problem, (c) satisfaction
with the decision method, (d) satisfaction with the (calculated) advised 'best decision’, (e)
time needed, (f) own preferred option before and after the decision procedure, and (8)
certainty about own preference.  The results of this study will be presented and
discussed in view of three main questions: (1) is more information about a decision
problem always beneficial? (2) how effeclive is the support of personal decisions? and 3)
what are the crucial variables for evaluation of decision support methods?
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Understanding Diagnosticity: Direction and Magnitude of
Change.

Ruth Beyth-Marom

Social & Decision Sciences, Camegie Mallon University,
U.S.A. and The Open University of Israel, Israal

The Bayesian concept of diagnosticity was contrasted with subjects' intuitive evaluation of data for
hypothesis tasting, by Beyth-Marom and Fischhoff (1983). This siudies found that when subjects werg
asked to test the validity of H, only hall expressed an interest In P{H/D’). Howaver, when subjecls wera
presented with both componenis of the likelihood ratio, most of them revealed a qualitative understanding
of their meaning vis-a-vis hypothasis testing. In those experiments subjects were given elther non-
diagnostic (e.g. P(D/H)=0.9 and P(D/H')=0.9) or very diagnostic (P(D/H)=0.9 and P{D/H")=0.1) data. It
was nol clear whether subjects revealed a latent undersiending of the meaning of diagnoslicily or whether
they figured out on the spol whal it meant 1o have identical or divergent values ol the likelihcod ratio’s
compenants.

The prestent studies wers designed to explore this question. Do subjects understand that (a) the
direction of the prior's updating depends on the relative magnilude of the two components, and 1hat (b)
the ralio of both componenis delermines the magnitude of that updating?

In the first experiment subjects were asked to assess a probability twice; once after gelting base rate data
and again after receiving 1he two likelihood ratio’s components. Resulis indicated thal subjecis often
determine the direction of the prior's updating by the magnitude of P(D/H) and seldon‘IL by the relative
magnitude of both compoenents.

In the second experiment subjects were given two pieces of data relevant 1o a given hypothesis, along
with the likelihood ratio’s components for sach datum. Subjecls were asked to judge which of the two
pieces of data should change the prior more. Subjects' responses indicated that the magnitude of the
likellhood ratio’s components affected their estimate concerning the magnitude of change and not the
size of their ratio. That is, a likelihood ratio of 0.9/0.7 was judged as more diagnostic than a likelihood
ratio of 0.6/0.4 and the laler was judged as more diagnostic than 0.3/0.1. The paper will discuss the

implications of those misconceptions.
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An Integrative Operational Framework for Strategic Risk Analysis
Simon 5.M. Ho, Ph.D.
Department of Accounting & Finance
The Chinese University of Hong Kong
Shatin, N.T., Hong Kong
The risk handling literature is both extensive and diverse. But, for the
most part, it is not integrative. While there are several lines of
development in the literature that offer many important insights to the
risk handling problém there is, as yet, little systematic approach that
adequately considers all major aspects of risk handling in an
organizalional context. This paper péesents an integrative model for
strategic risk analysis which attempts to improve the risk handling
process in organizations. Mainly adapted from Rowe's three-atage approach
and drawn from the relevant findings of several disciplines, an extended
four-phase strategic risk handling process will be presented. These four
phases are: (1) Identify problem structure and critical risk factors; (2)
Measure/classify project risk; (3) Assess firm risk'and portfolio risk;

and (4) Evaluate risk for project selection.

The framework emphasizes the importance of a more specific, explicit
procedure to measure project riskiness prior to any riek/return trade-off
decisions. It  should be noted that in developing this integrated
framework, attention is focused on the entire process of risk handling,
i.e. the identification of project structure and "critical risk factors"
is as important as gquantifying risk or adjusting it. The framework also
indicates some directions for achieving a synthesis of total project risk
analysis approach with the CAPM approach. It is suggested that by using
this conceptual/operational wmodel managers can contemplate and confront

the future uncertain environment more effectively.
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A ADVANTAGE MODEL OF RISKY CHOICE
Eldar Shafir
Princeton University

Daniel N. Osherson
M. I. T,

Edward E. Smith
Universlty of Michigan
ABSTRACT
A descriptive model of choice between monetary lotteries -- called the
Advantage Model of Cholce -- is proposed. According to the model, people
compare lotteries separately on the dimenszlon of gains and on the dimenslon of
losses. In making these comparisons, people employ both Mabsolute® and

"comparative®” strategies that are subsequently combined to yield a choice.

The model is evaluated on both gualitative and quantitative grounds,
and compared to two popular alternative theories of risky cholce: Prospect
Theory and Utility Theory. As part of the gualitative evaluation, a number of
well documented phenomena are reviewed, that characterize people's cholces
between lotteries. It is shown that only the Advantage Hodel ls conaistent

with all the phenomena.

As part of the quantitative evaluation, three experimental tests of
the model are reported, involving both "simple” and "mixed" lotteries. In the
context of these lotteries, the model appears superior to both Prospect Theory
and Utility Theory in predicting group preference, and generally more

successful in predicting individual choice.

It is suggested that the Advantage Model captures one of the
underlying processes that guide human choice behavior in risky situations.

Examples of the model's relevance to nonmonetary domains are provided.
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MODELLING KNOWLEDGE ABOUT MULTIPLE CRITERIA DECISION MAKING
METHODS USING AN EXPERT SYSTEM SHELL

Vladimir M. Ozernoy
School of Business and Economics
California State University, Hayward
Bayward, California 94542 U.S.A.

This paper reports on an ongoing research effort intended to
develop a prototype expert system for multiple criteria decision
making (MCDM). The paper demonstrates how the information about
varicus discrete alternative MCDM methods was organized into an

MCDHM knowledge base using a microcomputer based KNOWOL expert

system shell.

The development of the MCDM knowledge base necessitated the
specification of assumptions and information requirements of
various MCDM methods. A taxonomy of preference information was

also developed.

Initial experiments with the prototype system are discussed.
The paper demonstrates the advantage of backward chaining versus
forward chaining in reaching conclusions about the appropriate-

ness of a particular method in a given decision situation.

The paper also describes conceptual, methodological, and
technical difficulties in the implementation of a prototype
knowledge-based advisory system. Possible approaches for
overcoming these difficulties are suggested and future research

and development efforts are discussed in detail.
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ABSTRACT: A Clarification of Prospect Theory:
Notes towards Extensions and Applications

Prospect Theory offers a well-established, mathematically and psychologically sound
explanation of judgments about future uncertainty. However, the theory has not been as
well utilized in important practical realms, especially leadership bshavior, as its
theoretical power would justify.

In order to widen the range of applications of Prospact Theory, this paper does the
following. First, the primary statements of the theory are graphically redepicted so as
to present the quantifiable relationships between risk and uncertainty from an alternative
perspective. The initial figures have taken on a life of their own, being strictly
reprinted exactly as first conceived. While they are accurate, certain axial ambiguities
may hinder some concrete comparative analyses; the figures are more complex than they
appear to be at first. To this end, clarifications are proposed (axial rescaling,
different variable comparisons, three-dimensicnal gr;phicl] which bring into focus
additional testable hypotheses and applications.

Second, extensions of the theory are offered, covering: behavior near the ill-
defined endpoints of null and certain probability; variation along dimensions of estimated
probabilities (i.e., what is the range of elasticity away from the endpoints, e.g. between
-2 and .8, for which the expected value of the prospect under risk equals the same certain
prospect value?); and a graphical and statistical evaluation of individual differences (in
addition to those related to reference levels) in the risk-vs.-certainty relationship.

Third, a recent utilization of Prospect Theory to explain the "risk-return paradox"”
is analyzed in light of the above extensions, illustrating the usefulness of the proposed
clarifications. Fourth, concepts from James March's work on variable risk preferences are
melded into Prospect Theory for application to mapagerial decision making. The paper
concludes with 10 hypotheses ranging from the analytical to the empirical and from the
individual to the group level of analysis, with a major thrust being to revitalize the

study of leadership behavior, especially under conditions of extreme uncertainty.
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CATEGORY SALIENCE. IN FAULT TREES: THE INFLUENCE OF THE NUMBER
OF CATEGORIES ON PROBABILITY ESTIMATIONS

Els C.M. van Schie & Joop van der Pligl
University of Amsterdam

Faull trees can be a useful instrument for problem solvers to figure out why some-
thing goes wrong. A fault tree organizes possible scurces of trouble inte a branching
structure. This systemalic organization of the problem is believed lo enable belter
and more reliable judgment. Fischheff, Slovic and Lichtenstein (1978) showed thal
variations in lhis type of problem representalion can have robust effects on judg-
ment. Subjecls presented with an incomplete problem representation failed to ap-
preciale how much had been omilted and overestimaled the exhaustiveness of the fac-
tors they saw. Using related tasks it was also demonslrated thal estimales and predic-
lions were affected by manipulations of the number of response categories. Further
it was shown that providing more elaborale content information did not have a strong
impact on judgment.

The present studies investigate the impact of characleristics of problem presentation

on judgment. Il is tesled whether: '

1) people use an anchor which approximates the number of evenis divided by the
number of categories o be estimated,

2) probability estimates are mainly effacted by lhe number of other categories 1o
be estimated,

3. probability eslimations are nol or only marginaily affecled by content informa-
tion, and

4 ) the tolal estimate of lower level factors is highar than the estimation of the cor-
responding over-all factor.

Implications of these findings for the use of fault trees and related instruments in
decision making and judgment will be discussed.

Address: Depariment of Psychology
Vakgroep Sociale Psychologie
Weesperplein 8
1018 XA AMSTERDAM
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EXPERTISE: THEORY AND DATA

Fergus Bolger, George Wright and Gene Rowe

Bristol Business School, Coldharbour Lane, Frenchay, Bristol BS16 1QY

Psychological studies of expert performance have produced contradictory
findings: viz. experts are "good" and experts are "bad" decision makers.
We propose a theory of expert judgement which accounts for the
inconsistencies in the data. The domains of expertise previously
studied are analysed in terms of knowledge sources available to experts,
the quality of feedback and the type of judgements required. This
analysis permits the identification of specific biases and heuristiqﬁ
which consequently allows the findings of individual experiments to be
anticipated.

Having demonstrated the potential of our approach retrospectively we go
on to test the theory prospectively with reference to expert life
underwriters. Using knowledge engineering ;echniques we model the
underwriting task within a single organisation and identify potential
biases which we proceed to investigate experimentally.

To give a specific example: underwriters learn their trade by
approximating their judgements to those of more senior staff; objective
feedback about the accuracy of underwriting decisions is, however,
severely limited. On the basis of this we predicted high consistency
between successive generations of underwriters (including the
perpetuation of biases), but low accuracy in relation teo objective
criteria. Our experiments supported these predictions. Underwriters
showed consensus regarding the risk entailed by various lethal event;,
but displayed the same availability bias - stemming from media exposure
to the events - as has been demonstrated in previous studies (eg.
Lichtenstein et al 1978, Christensen-Szalanski et al 1983).

Finally, we discuss the implications of our research for decision
support which we see as being able to permit the accurate
prediction/identification of biases, and to permit debiasing by means of

various targeted techniques.
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Provision of Step-Level Public Goods:
Effects of Social and Environmental Uncertainty

Ramzi Suleiman, Amnon Rapoport,
University of Haifa, Israel University of North Carolina,
Chapel Hill, U.S.A.

The present paper concerns social dilemmas faced by
members of small groups who are asked to make voluntary
contributions toward the provision of step-level (binary)
public goods. In particular, we consider the case where (a)
preplay communication is prohibited; (b) the endowments of
all group members are equal; (c) individual contributions are

continuous, private and anonymous; and (d) the good is
provided to all group members if and only if the sum of
contributions exceeds a predetermined threshold. It is

assumed that the provision threshold is not known; rather, it
is a random variable with a commonly known distribution
function.

First, we propose two alternative models: an expected
utility model, and a2 Kantian model based on Kant's treatise
on moral behavior. Each model predicts the optimal
individual decision regarding how much to contribute. It
also predicts the effects of social and environmental
uncertainty on the level of contribution.

Second, wWe repert the results of an experinent
designed to test the effects of the two sources of
uncertainty on individual and group contributions, and on -
individuals' beliefs regarding others' contributions. The
results show that a moderate level of uncertainty regarding
the threshold causes people to contribute more and to expect
other group members to contribute more. The results also
show that the Kantian model supercedes the expected utility
model , suggesting that subjects tend to adhere to norms of
equity.

MOUNT CARMEL. HAIFA 31 999 ISRAEL, PHONE: 240589 .70 ,31 899 N9/ .707120"10
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